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The Problem: State of the Art

1 The Problem: State of the Art

1.1 Introduction and Objectives

In the present Ph.D. Thesis in Geoinformation, somaltidimensional statistical
methodologies useful to order a collection of “@gg, ecological-environmental objects in
this case, are discussed and compared. Each dhe ehvironmental objects is described
and analyzed by a set of ecological indicators.

In this context the methodologies are used foritkdesziduation of the so called “hotspots”
(i.e. ecological critical points/objects/areas beit clusters). The term “hotspot” means
something unusual and very improbable from a sizdigpoint of view.

The field of application of these methodologies a@ns the evaluation and planning of
part of the ltalian territory. These methodologas “collocated” in the context of the
Landscape Ecology, a discipline that, even if apgmbaelatively late on the setting of
ecological disciplines, has assumed a relevansamificant importance both in theory and
practice.

The general environmental goal of these methodeowi to individuate and propose some
statistical tools useful for the conservation ¢f thodiversity patrimony of a country. This
aim includes not only the areas officially protec{®arks, Reserves, etc.), but also all the
diffuse naturalistic traits of the landscape whieken if external to the protected areas,
play a strategic role in maintaining the same ptei® areas.

From this point of view it is suggested the nedgssi overcome the peculiar “limits” of
the ecological basic research, so that the obtaiesalts can be easier understandable and
usable also by the administrative and politicalislen-makers. Indeed the decision makers
are more and more often involved in deliberatinjoas that affect critical areas without
having appropriate cognitive support.

Since any form of environmental policy in practioeds expression in funds to spend in
local administrative partitions involved in ecoloagily critical situations, there is the
primary necessity to find methodologies to idenafywironmental critical points in order to
guide public stakeholders in allocating funds omhere it is truly necessary.

It is also necessary to integrate ecological-nésii@information in the human context in
order to ameliorate the environmental evaluatiomgl d@o provide guidelines for

conservation action and planning (Rookwood, 199%ahVet al, 1995). Planning for
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conservation is a process that uses scientific, daia that ultimately depends on the

expression of human values (Theobetcl, 2000).

The pursuit of environmental continuity for the servation of biodiversity has given rise

to the development of a specific area of the tamgt planning, the Ecological Network

design.

Particularly, the specific goals of this Thesis: are
Propose and experiment a quantitative methodoldgghwintegrates the information
deriving from sets of ecological indicators usinffedent ranking objects techniques
to identify ecologically critical habitats. Thesalditats should be protected.

. Propose a methodology which coupling demograpldcators with ecological ones,
can provide general guidelines that helps the aetimakers in their choices for
landscape management.

. Propose and test different statistical quantitativethods to identify and rank the
most ecologically worthy administrative partitiotes receive funding from Central
Environmental Decision-makers (i.e. National Mirystf the Environment).

Discuss the results concerning the application yafteSnatic Conservation Planning
techniques to design an Ecological Network of aidh area, in the light of
multidimensional concepts of the Map of Italian iNatproject.

The Thesis is divided in five sections or chapters:

Chapter 1 describes the general purposes of the Thesikeitight of the state of the art of

the scientific literature relative to the problefased.

Chapter 2 describes the ecological-environmental featuregadiin areas object of the

study and the characteristics of the database gedviby the Italian Environmental

Ministry. These data belongs to the Italian Proj@dap of Italian Nature” (Rossi and

Zurlini, 1998; Rossi, 2001; Zurliret al, 1999).

Chapter 3 presents and discusses the utilized methodolagiesder the “environmental-

administrative units” object of the analysis. Morepit identifies critical areas (Hotspot

Detection).

Chapter 4 illustrates and discusses the scientific resulthiewed applying the

methodologies defined in Chapter 3.

Chapter 5 discusses the results obtained and provides tfieoamental stakeholders with

some useful practical-management suggestions édbitiiversity conservation.
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1.2 The International and National background: The “Natura 2000” network, the

Map of Italian Nature Project and their effects onthe Environmental Planning.

During the past few decades, the inadequacy ottineent nature conservation policies to
contrast the growing environmental pressures angbrtdect the ecological processes
ensuring the biodiversity maintenance has cleamerged (Watzold and Schwerdtner,
2005; Delbaere, 2006; Bergsenga and Vatn, 2009tiMaépez, 2009). In the recent past
the scientific literature has mainly dealt with geeve design (Murphy and Wilcox, 1986)
but proactive conservation planning is becomingaasingly important due to the growing
threats to biodiversity and the limited financiesources (Mohan, 1993; Poiatial, 1998;
Pierceet al, 2005).

Many studies (Pierceet al, 2005; Maioranoet al, 2006) have underlined that the
preservation of populations, communities and edesys cannot be limited to the
establishment of Parks and Reserves, especialipldted or small, but it is necessary to
take into account the ecological-environmental psses concerning broader scales than
those involved in the single Protected Areas (Zaailtaet al, 2008). In effect the
biodiversity patrimony of a country includes notyothe areas officially protected (Parks,
Reserves, etc.), but also all the diffuse naturelisaits of the landscape which, even if
external to the protected areas, play a strate¢gcin maintaining the same protected areas.
Particularly, what emerged was the awareness teapeérsistency of the biodiversity is
strongly contrasted by the growing fragmentatiomatural and semi-natural environments,
and that biodiversity can be preserved only throadgquate land-use planning extended to
the whole landscape (Wiens, 2009; Mander and Uugltd®).

From this point of view, the maintenance of a pbtaisterritorial and of an ecological-
functional continuity among natural and semi-ndterasironments has been suggested as
an effective strategy in order to mitigate the efeof fragmentation on populations and
communities (Rossi Rt al, 2008).

The pursuit of environmental continuity has giveseito the development of a specific area
of the territorial planning, the E.N. design, irparspective of general rethinking of the
tools for land control, management and protectidre topic of E.N. is now established as
focal in environmental politics, starting progranswand initiatives corresponding to a logic
of integration (i.e. of network) among individuaitians on the environment (Kagt al,
2004; Opdamet al, 2006). The knowledge concerning the E.N. therag lbeen partly
acquired at a planning level, and not only at anative one, and included in International
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Conventions (European Landscape Convention, 20®@ouncil Directives of the EEC, in
pan-European strategies and in national guidelines.

The Council Directive 79/409/EEC (Birds DirectiviE979), concerning the designation of
Special Protection Areas (SPAs), and the Counciddive 92/43/EEC (Habitats Directive,
1992), aimed to designate Special Areas of Congernv§SACs), have achieved a great
importance. These Directives represent the re$altturopean agreement oriented towards
the definition of a great ecological-naturalistedue network defined “Natura 2000”.

Natura 2000 network is the most important projextoerning the nature conservation and
biodiversity monitoring and involving the whole Bpean Union (UE) territory. The basic
aim of this Network is the natural and seminaturabitats and wildlife conservation to
preserve the biodiversity through the detection arahagement of the sites provided for
“Habitat Directive” and “Birds Directive”.

Furthermore with Natura 2000, a system of strictpnected areas from a functional point
of view (and not only a simple cluster of isolatednes and chosen among the most
representative ones). Natura 2000 network assigwamce not only to the highly natural
areas but also to the contiguous territories emdetat relate areas spatially far but near
considering their ecological functionality. Moreoyike need is not to manage and protect a
set of disjoined areas, but to provide resourcas$ larowledge, to study management
models as much shared as possible. This aspechligiV to start a “relations network” on
the territory, permitting a “dialogue” among theeas, establishing the conditions for
ecological connections.

This new system setting is integrated with thetsta defined by the European Council of
promoting a more comprehensive and less parceligdoach in territorial government
which has leaded to the adoption of the Europearis@ape Convention. The definition of
Natura 2000 network has implied for the entire UEognitive and organizational effort
that represents a good example, at world levelthef application of the International
Convention on Biological Diversity in relation tieet natural resources management.

The Italian protected areas are more than 1.00€ Qtfficial Registry of the Ministry of
Environment, under revision, records 772 protectaiiral areas) covering more that 11%
of the national territory (Italian Ministry of Emanment, 2006) but the current percentage
is expected to rise to 15% by the addition of nesasa in the next few years.

Natura 2000 network in Italy is composed by 2288ctd Areas of Conservation (SACSs),
and by 589 Special Protection Areas (SPAs). Thevarés of SACs and of SPAs together
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cover around the 15% of Italy. As a whole the Nat2@00 network, as consequence of an
overlapping of 300 zones, covers around the 19%eohational territory.

Natura 2000 network consists in a scientific-adstmaitive process focused to preserve the
residual wild nature and its more valuable elemehtsugh the surveillance and the
monitoring. This network shows many critical aspecdmong them, the realization of
Natura 2000 management plans appears as a prdcesglys backward and sometimes
completely lacking in its final results (rarely agreement with the Guidelines established
by the Italian Ministry of Environment in 2002). theans that currently the available
territorial management tools are inadequate antfectere and consequently there is a
serious mortgage on the future process of recagnitii SACs and SPAs. A process that
should take place “as faster as possible and wahimaximum deadline of six years since
the designation of SACs by a part of the States beesnof UE in agreement with the
European Commission” (art. 4 par. 4 Directive 92EE).

The Law 394/91 on the Protected Areas of Italyodticed an element of great novelty
within the frame of problems related to the manag@nof the territory. It states in an
explicit way that the realization and the managemoéRrotected Areas must be inserted in
a background of general territorial planning makusg of the Map of Italian Nature. For
its intrinsic dynamism, The Map of Italian Natusea basic aid for the control and the
check of the observance and of the effectivenefisediines of the territorial organization.
The aims of Map of Italian Nature are defined ia ttaw 394/91 called “Framework Law
on Protected Areas” Map of Italian Nature “indivates the status of the natural
environment of Italy, underlying the natural valuasd the profiles of territorial
vulnerability” and born as necessary tool to defitiee basic lines of territorial structure
referring to the natural and environmental values”.

Essentially, the informative tool of the Map oflida Nature must be considered as the
reference for Regional Administrations in ordemptoceed in planning and scheduling the
conservation and protection of environmental resesipolicies.

The Map of the Italian Nature Project (Rossi andidi) 1998; Rossi, 2001; Zurliret al,
1999) envisions all Italy, but the starting stepitohas analyzed 7 millions of hectares
(about 23% of the national territory), mapping habtypes, according to the CORINE
Biotopes Project Habitat Classification (CEC, 1994)2007 the Map of Italian Nature was
completed in Regions of Valle d’Aosta, Veneto, kritenezia Giulia, Molise and Sicily,
with expectation of ending Umbria and Latium in 8@&hd Apulia, Campania and Sardinia

in 2009. In Abruzzo and Basilicata the works arepnogress, while in the remaining
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regions stands at the realization of some few awketsially more than 50% of Italy has

been covered.

This national project aims:

1. to supply an overall representation and evaluatibthe naturalistic patrimony of
Italy, including the areas which are not officiaiyotected in agreement with the idea
that all the diffuse naturalistic traits play aas@gic role in maintaining and preserving
the protected areas;

2. to help in the individuation and evaluation of namas of high ecological value but
subjected to natural degradation and to excessin®&h pressure;

3. to help in the definition of the development lir#sa territory in order to balance the
necessity of the nature conservation and the egjgest the socio-economic
development.

The principal assumption of the Map of Italian Natus that there is a continuum of

environmental situations from zones of concentratdre (Parks, Reserves, etc.) to others

where naturalistic traits and human activities deve together. It is assumed that
concentrated and diffuse natures are interdepengkem$ of a unique system and both
should be included in the general planning of agiterritory. This approach is supported
by the recent developments of the Conservancy wisclexpanding its focus from
preserves to protecting biodiversity at landscayell (Miller and Hobbs, 2002; Poiaet

al., 1998; Waldhardt, 2003). This broader perspeatgiires being able to couple socio-

economic needs with the environmental needs isdinge territory. In order to implement a

correct and efficient conservation policy, it iscassary to move from a naturalistic

perspective to an administrative one, keeping kedgg of environmental situation and
human needs in a view of sustainable land use plgrof biodiversity conservation (Kim

and Pauleit, 2007).

Since any form of environmental policy in practioeds expression in funds to spend in

local administrative partitions involved in ecoloagily critical situations, there is the

primary necessity to find quantitative methodolsgie identify environmental criticality in
order to guide public stakeholders in allocatingds only where it is truly necessary.

For this reason, ecological information integratedthe human context is an essential

aspect to make environmental evaluations and peogiddelines for conservation action

and planning (Rookwood, 1995;Wyaegttal, 1995). In fact planning for conservation is a

process that uses scientific data, but that uleigadepends on the expression of human

values (Theobaldt al, 2000).




The Problem: State of the Art

1.3 Landscape Ecology as methodological and essentiaterpretative support for

environmental evaluation processes

The ecological-environmental evaluation of studgaarhere examined is carried out at a
landscape scale. In effect the majority of the nimfation necessary for this evaluation and
in general for the territorial planning, is chastted by a spatial component.
Landscape Ecology is a discipline that studiesldhescape itself as a biological level of
life organization. Its management- operative aspad even more relevant.
The term Landscape Ecology has been coined by ¥88B0) who states that “it can be
described as a marriage of geography (land andgtape) and biology (ecology)”.
Landscape Ecology evolved in different directiohanks to the contribution of scientists
driven by the “narrowness” of the classical ecologhatively to the territorial applications
(Naveh and Lieberman 1984; Zonneveld and Forma80;1Borman and Godron, 1986;
Zonneveld and Forman, 1990; Naveh 1990;).
In Italy the Landscape Ecology appears since 198bstands out as scientific and stand-
alone discipline with the institution of a workimggoup in the range of Italian Society of
Ecology and, later, with the establishment of ttadidn Society of Landscape Ecology in
1988.
Landscape Ecology is particularly suitable to beedusn territorial planning and
management because it is the only ecological diseighat recognizes a fundamental
importance to spatial dimension i.e. to the ec@sydbcalization, distribution and shape.
The shape of landscape elements influence theifunscandvice versa
In this context one of the most popular and acckpifinition is given by Forman and
Godron (1986). According to these authors the leayos is defined as a mosaic or to be
more precise as “[...] a heterogeneous portion ofitbey composed by a whole of
interactive ecosystems which recurs with a recapiezstructure in the space”.
The purposes of Landscape Ecology towards consenvatoblems are:
To provide principles, theoretical criteria of nefece and methodologies for
landscape study:
. To provide environmental diagnosis also with thppsut of appropriate indices and
guantitative models;
To provide synthetic predictive models;
. To address the conservation and territorial managéhoices;
. To provide controls on the planned transformations.
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For what concerns principles and criteria, thesggestions seems really useful and

innovative:
the systemic view of landscape impose the condideraof natural systems in
relation to the anthropic ones in order to highlitifeir mutual influences

. concepts of heterogeneity and co-evolution turnroWee traditional criteria of
evaluation of landscape patches, imposing a retialuaf elements having a low
successional level in relation to the environmemntasaic;
the theory of sink/source dynamics, inserts theoitgmce of size and geographical
distribution of environmental mosaic patches;

It is specific task of Landscape Ecology to verty, the basis of the objectives to pursue:
the possibility to make the intervention accordinghe rules of a correct planning
and design;

. the need to make the intervention in order to parthe prefixed aims of recover
and/or mitigation;
the environmental compatibility level of the intention;
the effectiveness of the intervention from a techhand broadly speaking ecological
point of view.

The environmental analysis performed using thedignas of Landscape Ecology consists

basically of four methodological approaches: thenerical approactsensu strictu the

spatial approach, the multi-scalar and the modiell@ne. In the first approach structure
and complexity of the environmental mosaic are el using numerical indices which

collect information concerning a given area igngrine spatial component (Kareiva, 1990;

Hansen and Di Castri, 1992). All the numerical dsity indices belong to this category

(e.g. Shannon eveness index). Otherwise the spatialysis takes into account the

emerging characteristics of habitats because theyd&crete entities located in a well-

defined position in the landscape (Turner, 1990nhersonet al, 1992; Rossi Pet al,

2003). Utilized indices are able to quantify theneénts distribution in the mosaic (e.g.

distance index of each habitat from the nearet@tame type). The multi-scalar approach

underline the characteristics that are maintairessing through different space-time scales

(Joneset al,1991; Ferrariniet al, 2005). Finally in the fourth approach, the spati

modellistic configures as one of the most incisigel in order to detect and simulate

environmental dynamics (LeX al, 1999; Jenerettet al, 2001; Sui and Zeng, 2001).
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1.3.1 The Ecological Value and the Ecological Sensitivitgf a natural habitat

The Ecological Value (E.V.) and the Ecological Sevity (E.S.) of the habitats of a given
landscape are essential and preliminary dimensionbe considered in planning and
conservation policy and are essential for idemiycritical sites in a given landscape.
Ecological Value, as well as Ecological Sensitivige multidimensional concepts and
their quantitative evaluation requires a set ofedént ecological indicators (Margules and
Usher, 1981; Smith and Theberge, 1986).

The selection of sites having the greatest ecodbgionservationistic Value takes place
through an evaluation procedure based on their aasgn.

The sites’ comparison is necessarily performed simgoevaluation criteria definable as
conceptual tools through which is possible to espi@ judgement (Boylet al, 1998). The
choice of criteria expressing the Ecological Valbediversity, rarity, wilderness, size,
etc.) is still one of the main themes of discussiorApplied Ecology (Ratcliffe, 1977,
Margules and Usher, 1981). Regardless of the adapiteria, the sites’ comparison on the
basis of the criteria chosen requires a quantiiogbrocess.

In the scientific literature E.S. is understoodfas synonym of Ecological Fragility (E.F.)
or Ecological Vulnerability (Nilsson and Grelssoh995) assuming, in general, the
connotation of environmental risks (Rossi, 200Ensble areas are considered as essential
landscape elements to maintain biodiversity andirahtresources level both in the site
itself and in the nearby regional zones (Nduéisal, 1995).

For what concerns the concepts of E.S. and E.RliRat(1977) suggested that E.F.
implies and recall the E.S. that is conceptuallarabterized as habitat proneness to
environmental change involving a combination ofiigic and extrinsic factors. However
Ratcliffe doesn’t specify which are the externattfms and if, among them, can be
considered natural and/or human disturbances. @tbeerWright (1977) and Xuet al.
(2004) underline how different ecosystem types havdissimilar ability in sustaining
biodiversity and in maintaining their own structuaad functional integrity. These authors
also suggested that the external factors are bigsomanected to the disturbance produced

by human activities (i.e. Human Pressure).

1.3.2 The Ecological Attention and the Ecological Fragiliy of a natural habitat

In this Thesis it is accepted and utilized the emtoof Ecological Attention defined by
Rossi P..et al (2008). Ecological Attention (EA) is defined as thcological status of a
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habitat characterized, at the same time, by grealogical value and great ecological

sensitivity (Rossi P.et al, 2008). The habitats so characterized in idenifythe

conservation priorities. They should be protected.

Another important status of a habitat is revealgid$Ecological Fragility (EF).

The identification of species, ecosystems and lgdghbitats is a crucial goal in a view of

biodiversity conservation and sustainable developma scientific literature doesn’t exist

an unique approach to the concept of ecologicaiilita and two main recognizable
conceptual approaches stands out:

1. Some authors distinguish between areas that agdefras consequence of great
natural internal changes and areas that modifieslynas result of external pressures,
principally having anthropic origin (Goldsmith, 138 ox and Fox, 1986);

2. Other authors include in the concept of fragiligteznal and internal factors, being
them natural or anthropic (Ratcliffe, 1971; Smittd & heberge, 1986).

Many scientists tried to quantify the concept oblegical-Environmental Fragility.

The research on this argument stands out that ist ab the cases the Ecological-

Environmental Fragility of sites (or environmentalits) has been evaluated through the

assignment of scores usually in a completely stibgavay (Sargent and Brande, 1976; Xu

et al, 2004).

In Italy, the Map of Italian Nature project (Rossid Zurlini, 1998; Rossi, 2001) has chosen

the perspective of Ratcliffe (1977), that is the efects the degree of Sensitivity of a

habitat to environmental changes and, as a consegueepresents a combination of

intrinsic and extrinsic factors. The EF is relateith possible events that potentially (risk)
can determines unfavourable modifications on thmtagitself. In particular EF of a habitat
is settled by the combination of its Ecological S#wity and the actual level of

“unfavourable events” on it. A particular level BF can be reached by a habitat according

to different combinations of levels of ES and emé&r‘unfavourable events”.

Scientific literature shows a general consensusnuplee identification of these

unfavourable events with the negative impact oftthman activities (Anthropic Pressure)

on habitats (Ratcliffe, 1977; Kunin and Lawton, &@9®IcCann, 2000). On the basis of this,
the conceptual model proposed by Rossi (2001) eastbematized as below (Fig.1-1):

10
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F &, o« = ECOLOGICAL
< e i SENSITIVITY

ECOLOGICAL FRAGILITY
b

INTERFERENCE (ANTHROPIC PRESSURE)

Intrinsic Factors —*  Ecological Sensitivity
Extrinsic Factors —  Interference

Figure 1-1 Conceptual model of the effect of EcaabSensitivity on Anthropic Pressure results on
Ecological Fragility (Rossi, 2001).

The E.F. is “correlated” to the corresponding samreluman Pressure (H.P.) acting on the
habitat.

The Anthropic Pressure (i.e Disturbance) is consdleas the whole pressures
(Disturbance, Pollution, Transformation; see Rassl Zurlini, 1995) that currently burden
on an environmental unit, being them internal demal.

That conceptual model can be mathematically fortedlas follow:

E.F.=aCH.P. (1.1)

Where E.F. represents the fragility degree of aithalbising an arbitrary semiquantitave
scale;a is the coefficient of specific Fragility (i.e. ti&ensitivity of a habitat) and expresses
the fragility modification resulting to an AnthrapPressure variance; H.P. is the Anthropic
Pressure acting on a habitat and measured usiagm@opriate semi-quantitative scale.

For the sake of simplicity and in first approxinuatj a linear relation has been assumed. Its
increasing trend express the current prevalentesmus regarding the negative effect of the
Pressure on habitat Fragility.

Because of this reason two different habitats emch the same level of E.F. according to
an appreciable different level of Human Pressusea aonsequence of their different E.S..
Basically the E.S., quantitatively expressed byadbefficienta, plays the role of multiplier
between E.F. and Human Pressure. As a consequemedjabitat can be subjected to a
modest Human Pressure but, being its E.S. elevatag have an elevated level of E.F.. On
the contrary, a low E.S. can determine, in condgiof high Pressure, a modest level of
E.F..

11
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1.4 Relationships between demographic structure of theerritory and

environmental conservation policies

Consumption of food, water, wood, oil and carbowoi] srosion, climatic changes and
biodiversity loss are perhaps the most importanvirenmental factors which are
tendentially correlated with the population growth.

Since 1950, the world population increased from t8.% thousand million and United
Nations (UN) estimates that in 2050 it will reacti® thousand millions. Because of the
recent and diffuse decreasing birth rate, the @ growth has been relevant but not so
much as expected in the 90’s. However the populahorease of 3.5 thousand millions
will determine a further growth in resources conption causing their progressive
reduction.

The ecosystem impact should be monitored becaesenironmental conservation and its
sustainable use affect the human health. In effextatural resources are non-renewable
and so they must be preserved for future genemation

The problem of the world demographic growth hidemynregional differences. In effect
the attempt of a sustainable development and c@raalioration of the life quality not
necessarily requests an higher consumption of regsu

Population needs is an essential aspect to be dmedi in environmental conservation
policies. They must be taken into account non émyscientific reasons but also to achieve
a more exhaustive view of the problem to effectuagect actions. It is also a political
exigency and an administrative need. In all dentecraountries the environmental
planning aims and methods must be shared with dpailption and based on its active
participation in order to obtain the consensus.

In Italy, according to the Law 394/91 on Proteckedas, the objectives of protected areas
(biodiversity conservation at any level) must bdlomated in the general territorial
planning context which includes the human poputatiod socio-economical aspects. Each
community and its administrators play the explioie to plan and coordinate conservation
actions and to increase the value of the natuialpsttrimony according to the population
exingecies.

In 2003 at Bruxelles, during the “Spring Councifishbeen pointed out the four main action
lines of sustainable development: public healtitural resources managementclimatic
changes, and amelioration of transport systemstheperiod 2007-2013 structural funds
has been mainly allocated to sustain Research,|@@went and Innovation. They regard

12
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also the environmental technologies in an integratestainable development view of the
problem.

In Italy (2005) has been approved the National RéarGrowth and Development (PICO).
Five categories of intervention are indicated:

. The extension of the degrees of freedom of citizscompanies;

. The promotion of scientific research and technaalginnovation;

. The consolidation of human resources education;

. The adjustment of material and intangible infrastinees;

. The environmental protection.

The list shows the necessary interdisciplinary apgin of Sustainable Development which

integrates both environmental, economical, sowiatjtutional aspects.

In hystorically anthropized areas, like Italy, ttest decades has shown a substantial
stability in population rate. The population ratenatural increase is currently negative and
it is only partially balanced by a strong stranget migration rate. Also the internal
mobility has been elevated causing territorial o effects. Mountain and isolated
regions, characterized by a low economical devewmpmhas been subjected to a
continuous depopulation. On the contrary, hillyastal and flat regions, characterized by
an high quality of life, has been subjected tolevant overpopulation.

In this context of low birth rate, the Italian imal mobility of young people is mainly
aimed to job research and determined an elevateid@g areas subjected to emigration.
On the contrary, this tendency has produced insgiest more developed, a demographic
structure more favourable for the economical growte different demographic structure
determines different opportunities and perspectifesthe socio-economical future of
resident communities. In mountain and isolatedamegji already poor and depopulated, a
further depopulation can cause, as extreme conseguehe total abandonment of the
territory in few decades. In hilly, coastal andt ftagions, having already reached high
levels of affluence, there will be a further denmaygric increase, due to the presence of
young people, and the capability to attract furih@nigration.

European Directives aims to planning conservatioactces which don’t ignore this
demographic evolution. These practices and polimest be clearly focused on present
socio-economical exigencies in order to continupasheliorate the life quality.

In Italy, demographic forecasts underline pronodmegjional differences.

13
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In the South part of the country, which is poorad aharacterized by a lot of young
unoccupied people, the investments for nature ceasen must belong to the Central
Administration, must be aimed to increase the ¢edliemployment with short term

results, in order to obtain population consensus.

In North-Central part of Italy, the unemploymentergs low and the ageing rate very high.
In this situation the available resources are myaiokcal and aimed to the tourism
development and to the landscape maintenance.

The territorial characteristics deeply affect tl@menunity size and its economic growth,
determining the migratory flux and so its demogrestructure.

An inaccessible territory, characterized by thé $ landslides, and far from the main
road/communication system, without places for imdes, houses and infrastructures in
general, in the past was densely populated fomdefeeasons. Currently, being a period of
low birth rate, these areas are less populated thanpast and characterized by a
progressive emigration especially of young peofleere are small and mainly aged
communities. As consequence these areas hawlittlell perspectives of continuity.

These problems have been object of discussiondiigritand French demographers since
the 80’s (Roussel, 1988; Golini and Mussino, 198@tini and Bruno, 1997).

In Communes located in mountain territory, usuglgpulation density is below 20
inhabitant/k.

The main question regards the presence of a pessilical depopulation threshold. Below
this threshold an irreversible process of socimeaucal “desertification”, and
consequently total middle-term abandonment, ocdure.demographic analysis show that,
under a certain value of population density, theniatstrative abilities to ensure the
maintenance of the collective patrimony decrease (d the too small financial entrances)
and in the community feelings of isolation and atsaniment spread.

The socio-economical interpretation of mountain dgraphic decline is focused on lower
quality of life than the nearby areas. The incomesappreciably lower, for young people,
the perspectives to find a qualified employment #mal infrastructures are lacking. The
spatial distance from more developed areas andetiiorial characteristics themselves,
often becomes an insuperable limiting (i.e. reBug} factor. People of these communities
cannot be resettled in the industrial and prodedti®velopment of the nearby zone.

For what concerns these areas subjected to a goomsndepopulation, the suggested

policies should favour the maintenance of the comityuPerhaps in these areas, often

14
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characterized by an progressive uncontrolled netateon without any economical value,
a different territorial policy should be followe8ometimes the resources for these support
policies are easily available in a local or prov@h@dministrative level. This is the case of
areas located near zone of touristic value or @anmunes densely populated. In other
cases only the administrative regional or centigdrvention can grant adequate financial
resources. Finally, in some cases, it can be nacess accept the territorial abandonment
and an alternative use of the area.

The necessity of wider farms, the diffusion of magation in agriculture, the economical
productivity changes of many cultivations and imgel the EU agricultural policy, have
deeply modified the landscape. It has been movewh fsmall cultivated plots to wider
areas of monocultures (usually represented in hilgas by olive groves and vineyards and
in mountain by woods). This is another transfororathat must be managed and ruled and
that offers relevant economical advantages.

On the contrary, a territory which permits produetand living settlements, provided with
an efficient communication network, is charactetizey a growing population due to
immigration and mainly composed by people in wogkiage. The economic growth
favours the expansion of the built-up and of indaktareas. The high incomes, together
with the favourable demographic situation, deteemia numerical increase of the
population. This increase, even if requests a denable territorial consumption for houses
and infrastructures can be managed respecting tivroement and favouring the
investments to protect the diffuse naturalistictdérand to defence and maintain the current
structure of the landscape.

The territorial planning must reconcile the contipwf the economic development and the
defence of high levels of social development witkimnmental quality.

Demographic aspects which comprise both the pdpulatructure and its future trend are
essential factors. They have the advantage to bexthyi connected to the economic
situation of a given area. Understanding the coimmes between demographic situation
and ecological indices allows not only to show therent situation but also to determine
the short and middle-term tendencies and so tosshtite most suitable intervention lines.
The relations between demographic characteristitd @cological indices of a given
territory are neither simple nor constant. Theyeatgpto the administrative culture and to

the priorities assigned to the territory resped¢hsocio-economical ones.

15



The Problem: State of the Art

1.5 Methodological statistical tools: State of the Art

The general methodological objective of this Thasito utilize and compare different
statistical methods concerning “data mining”, “lpats detection” and “prioritization and
ranking”, orienting the results in ecological-emmvimental field of application.
In the wide field of available Multivariate Stattstechniques and methodologies (Rossi O
et al., 2009), has been used not only Data Mining onesntaihly Hotspot Detection
methodologies, typical for a new discipline dencatéa Geoinformatic Surveillance, and
Object Ranking techniques.
Data mining is the name given to the process of extractintepa from data. Data mining
is becoming an increasingly important tool to tfans this data into information. It is
commonly used in a wide range of profiling pradiiceuch as marketing, surveillance,
fraud detection and scientific discovery.
Data mining commonly involves four classes of tasks
. Classification - Arranges the data into predefined groups. Comatgorithms
include decision tree learning, nearest neighhbmaike Bayesian classification and
neural networks.
. Clustering - Is like classification but the groups are nadefined, so the algorithm
will try to group similar items together.
. Regression Attempts to find a function which models theadaiith the least error.
. Association rule learning- Searches for relationships between variables.
Each analysis (in this case ecological-environmgntdhatever is the object of the study,
bring on the table of each researcher/scientiselavant number of different kind of
variables.
If the variables were completely independent, wdogdconvenient and easy to proceed
separately with as many univariate statistics amalas the number of the considered
variables. But being the variables characterizimghe environment or environmental
process highly interdependent, it is much moreulsaid, to summarize, more realistic to
proceed with a multivariate analysis which takds @ccount, at the same time, the whole
of variables for each object (i.e. environmentat imthe chosen field of application).
Multivariate Statistics offer a rich set of methodologies which allows tlesearcher to
explore and obtain, time by time, the necessargrintion from the original mass of

available environmental data.
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Geoinformatic (Geographical) Surveillancefor the detection of spatial and temporal
hotspots is a declared need for the modern sodetytspot refers to a cluster of events in
space and time with elevated responses, an unasoairence and an oddity, such as an
outbreak, or any departure from a geo-referencédfs@rior expected responses. The
causes are varied and maybe wilful, natural, ordactal. The need of monitoring,
etiology, management, or early warning concernldgwment of statistical methods for
the detection of hotspots and software infrastmectudentification of critical hotspots
(coldspots have depressed rates and are treatédrliinevaluation of the significance of
the found cluster and assessment of covariates fberskeleton of a hotspot detection
method and the associated software. This familystafistical methods and tools has
immediate potential for use in critical societakas, such as public health and disease
surveillance, ecosystem health, water resourcesvatet services, transportation networks,
persistent poverty typologies and trajectories,iremmental justice, biosurveillance and
biosecurity, among others.

Another important aspect of data mining is conceénvih the question dRanking a finite
collection of objects when a suite of indicatorued is available for each member of the
collection. The objects can be represented aswdadd points in indicator space, but the
different indicators (coordinate axes) typicallyngey different comparative messages and
there is no unique way to rank the objects whikenall indicators into account.

When a ranking of some objects (chemicals, geographkites, river sections, etc.) by a
multicriteria analysis is of concern, a conventiosalution is to assign a composite
numerical score to each object by combining thécatdr information in some fashion.
Rather than trying to combine indicators, it is gbke to take the view that the relative
positions in indicator space determine only a phmirdering and that a given pair of

objects may not be inherently comparable.

1.5.1 HotSpot Detection methodologies

Actually many different methods of Hotspot detectexist. The majority and frequently
utilized of them derives from medical and epidemgital scientific literature. Cluster
detection is an important part of spatial epideoggl because it can help identifying
environmental factors associated with disease lansl quide investigation of the aetiology
of diseases.
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There are over hundred disease cluster tests ipetiereviewed literature.

Several questions must therefore first be answeefdre choosing a test or a specific
method. The main question is: What kind of clusigris hypothesized? Because of their
large number, some tests are identical with othetssome are special cases or extensions
of others. Generally, they can be classified akvid: space tests, when they identify
clusters over particular locations; time tests, mviteey test for temporal clustering within a
single time series or in several time series siam@ously; and space-time tests, when they
are used to detect clustering in space-time. Sgegie can also be referred to as global,
local or focused. The large number of these testiseshit difficult to choose among them,
as well as to discuss all of them individually isiagle paper.

A cluster is generally defined as a discerniblereggtion of cases of specific diseases
(incidence, mortality) in a small region relative the distribution of population at risk.
Many specific definitions have been proposed (Celtand Health, 1976; Knox, 1989;
Aldrich et al, 1991; Heath, 1996; Wakefieldt al, 2000; Wartenberg, 2001). For
examples, Knox (1989) defines a cluster as beirge@graphically and or temporarily
bounded group of occurrences (i) of a disease@drkaown to occur characteristically in
clusters, or (ii) of sufficient size and concentmatto be unlikely to have occurred by
chance, or (iii) related to each other through s@ueial or biological mechanism, or
having a common relationship with some other evantircumstance. Wakefieldt al
(2000) state that a cluster corresponds to anarddime period in which the risk surface
is elevated, implying that the number of cases iexcess to that expected in the area and
time period.

It should be noted that clusters can occur outhaince. In such a case, a more thorough
epidemiological investigation of the disease clustarm may not be warranted. It is
however necessary to test the statistical sigmtieaof cluster alarms using appropriate
statistical methods. For such testing, there amr d90 methods available in the peer-
reviewed literature.

Kulldorff (2001) has recently defined a class of renahan 50 new tests for spatial
randomness based on many possible permutationgerieral framework proposed. One is
therefore curious about the reason for the mutiigli of disease cluster methods.
Expectedly, given their large number, some of gststare identical with one another (Ross
and Davis' Test, 1990 is the same as Esseen's IB&83) and some are special cases of
others (Cuzick-Edward's k-Nearest Neighbor Tes®01i8 a special case of the Weighted
Moran' | Test, 1981) (see Kulldorff 2001 for moseamples).
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Most of the disease cluster detection tests caddssified as space, time and space-time
tests (Table 1-1):

Space tests, identify clusters in space, (i.e. wteses of disease tend to aggregate
over particular locations or sub-regions).

Time tests, when they test for temporal clustemnthin a single time series or in
several time series simultaneously.

Space-time tests, when they detect clusteringaceggime and space-time.
Furthermore, the space tests can also be referrast t

Global investigate whether there is clustering tigtwout the study area regardless of
their specific locations or spatial extent, i.ee tiesearch questions are: Is the spatial
distribution of cases within the study area randmmnot? If not, where are the
regions of spatial aggregation?

Local detect clustering limited to geographicalgstricted regions within the study
area.

Focused detect clustering around a point sourcesexp to factors that are proposed
to increase risk of disease (i.e. that takes pkroeind a suspected cause for the

elevated risk).
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Space
Time Space - Time
Global Local Focused
Moran's I (19500 |Moran's I {1950) |Fixed Cut-Off Empty Cell, Ederer-Myers-
Lyon et al (1981) |Mathen & Mante] Method
Chakraborty (1964)
(1950)
Hom'z Fo (1966) | Twnbull's CEEP | Izsotonic Ederer-Myers- Enox's method
(1990} Eegression, Stone | Mantel Method (1964)
(1988) (1964)
Mantel & Bailar |Besag & Newell's | Stone MLE Larsen's test Mantel's method
(1970 R (1991) (1988) (1973) (1967)
Eipley's K Grnmson's MAX  |Hills & Dat's 0-1 matnix | k-WNN, Cuzick &
Function (19803  [(1993) Alexander's 7 Method (1982) Edwards (1990}
(1989)
Eszeen's Test Spatial Scan, Focused B-WN.  [CuSum Test Grmson's U
(1983) Kulldorff and Cuzick & (Levin & Kline, [(1993)
Nagarwalla Edwards (1990) | 1983)
(1995}
Whittemore et al. | Anderen- Focused Besag & |Grnmson's U7 Diggle et al.
(1987T) Titterington Mewell (1991} (19493 (1995)
(1997
k-NN, Cuzick & |Spatial Scan, Score Test, Scan Test Jacquez (1996)
Edwards (19907 | Eulldorff (1997) | Waller et al (see Jacques,
(1992}, Lawson | 1994)
(19493)
Alexander's NNA |Bithell's Mwith | Bithell's Linear Eulldorff Space
(1991} uniform kermel Fank Score and Space-Time
(1999} (1993) Scan Statistics
(1998)
Alt & Vach Isotoni Spatial Maximum X7,
(1991} Scan, Kulldorff |Lagazio etal.
(1999} (1996)
Grimson's U Cummlative Xz,
(1993} Lagazio et al.
(1996)
Tango's Excess Diggle et al.
Events Test (19490}
(1995)
Anderson &
Titterimgton's
(1997

Table 1-1 Lists a selection of relevant diseasstetudetection tests in the various categories.

The tests are usually based on an area (at whieh tkata are aggregated, like villages,
towns, districts and sub-regions) and a centroggdquas a reference point to determine the
coordinates of the area).

The available cluster detection tests are baseeiter the Poisson probability model
(Mantel and Bailar, 1970; Besag and Newell, 1994ngo, 2000) or the Bernoulli
probability model (Esseen, 1983; Cuzick and Edwal®90; Diggleet al, 1999). For
some tests, one can choose to apply either thesdtomr the Bernoulli model (Kulldorff,
1997; Kulldorff, 1999; Turnbull, 1990; Stone, 198Burthermore, the tests are based either

20



The Problem: State of the Art

on rates or population counts of disease or mtytatiepending on which probabilistic
model is used. In the Poisson model, the caseadh area are under the null hypothesis
assumed to be generated from an inhomogeneousoRop®cess, and the expected
number of cases in each area is taken to be propaktto its population size, or to the
person-years. In the Bernoulli model, a finite nembf individuals is considered, usually
as cases and non-cases (or controls) as a binaaphka They may represent people with or
without a disease. Methods based on the Bernowltahrequire that the locations of all
individuals are known and they test whether thera irandom distribution of the cases
given these locations.

Osman A., Sankoh and Heiko Becher (2002) showedgdmeral characteristics of the
various groups of tests in a way that facilitatepieck decision on which test to use.

They demonstrate a recommended selection of appteplisease cluster detection tests by
asking and answering a series of questions whiellyithe flow-chart is given (Figures 1-
2a and 1-2b).

What kind of clustering?
II I 1
A B C.
Space Time Space-Time
Type of spatial clustering?
1
I I ]
a) by <l
Global Local Focused
| Type of data? | | Type of data? | | Type of data?
i ii) i) i i i)
Group Individual Group Indirvidual Group Individual
| Form of disease measure? | | Form of dizease measureT |
l_l_l
1 Z 1. Z
Risk Count Risk Count
Moran BesaptMewsl| | Gudckbdeas Moran Turnbull Kuldorff Bithell Diggle
Hpiy's K undi
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| What kind of clustering? |
[ I I 1
A B. C.
Space Time Space-Time
Form of dizesse measuraT Type of data?
| |
[ 1 [ 1
1] 2 i) ]
Risk Counts Group Individual
[ [ [
Number of time seres? | | Kumber of time seres? | | Form of diseass measura?
I_I_l I_I_l I
| | 1
a) k] a) b) 1] o 3
Single Multiple Single Multiple Frequency Counts Counts
foacsc+pop.j 13368
Lar=on Ederar-dyers- Dat's 04 Grimson's U. | | Grimson's U Kulldorifs Grimson's L. Knox
W antal Matrix spsos-time coan

Figure 1-2a and 1-2b Flow-chart for determiningap@ropriate test

1.5.2 Objects Ranking and Prioritization methods

Over the last century multivariate statistics hbeeome an important tool to perform data
analysis and, in recent years, its development been mainly oriented towards the
technical aspects of data analysis. With the adeEnbmputers and the ‘information age’,
statistical problems have grown in both size anchgdexity, and new fields have arisen,
like data mining.

Two main aspects are faced by statistics: dataoexqpbn, which means learning from data,
and data modelling.

Experiments and measurements are performed witlaitheof analysing the variance of
elements, measuring the distance among the elensdsinvestigating their order
relationships. Several techniques are now availébiedata exploration purposes and
several Clustering methods are available to sthe@ydistance between elements or their
similarity. Different criteria can be used to editstbbwhether elements are close enough (i.e.
similar enough) to be located within the same groupluster, and different definitions of
cluster are provided by different cluster measures.

Another way to perform data exploration is by ramkthods which analyse the order

relationship among elements.
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The different kinds of order methods available b&nroughly classified as total (called
evenscoring) and partial-order ranking methods,o@icog to the specific order they
provide.

These methods are the ones needed to support dwel decision problems, setting
priorities. Besides sophisticated multivariate istats, used mostly in pre-processing and
modelling data, priority setting makes use of qaiteple methodologies.

However the increasing of problem complexity (maulteria decision problems) leads to
the decision processes becoming more complex, rieguhe support of new tools. Thus
there has been increased interest in decision makrategies and several techniques have
been proposed.

A decision problem is a situation where an indigldbas alternative courses of action
available and has to select one, without any aigdrowledge of which is the best.

The decision process, which results in the seleabiothe best solution, is efficient if the
procedure to reach the solution is optimal. Thesawh a decision process are (a) to
generate effective information on the decision f@obfrom available data, (b) to generate
effective solutions and (c) to provide a good ustisrding of the structure of a decision
problem. Multi-Criteria Decision Making (MCDM) stegies are used to rank various
alternatives (scenarios, samples, objects, etctheiasis of multiple criteria, and are also
used to make an optimal choice among these aliteesatin fact, the assessment of
priorities is the typical premise before a finatideon is taken. Decision support systems
are computer-based systems, which assist indi\sdnathe decision process and support
judgement decision, improving the effectivenessTofal Ranking Theory the decision
process. Thus the focus is on the high qualityhefstrategy rather than on the quality of
the final solution.

In recent years ranking strategies have been widelylied for different purposes in
environmental sciences and chemistry (Briggemarth Garlsen, 2006): evaluation of
aqguatic toxicological tests (Briiggemaainal, 1997a; Briggemanet al, 1995a), analysis
of waste disposal sites (Halfon, 1989), rankingneicals for environmental hazard (Halfon
and Reggiani, 1986; Newman, 1995), comparison aneamogystems (Briggemaiet al,
1994; Munzeret al, 1994; Pudenet al, 1997; Briggemanat al, 1999a; Pudenet al,
2000), exploration of habitat diversity (Myezsal, 2001; Myerset al, 2005; Myers et al.,
2006), chemicals prioritization (Briiggemagial, 1993a), evaluation of on-line databases

(Briggemanret al, 1997b; Voigtet al, 1999; Voigtet al, 2000), ranking of contaminated
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sites (Briggemanet al,1995b; Sgrenseat al, 1998), ranking of near-shore sediments
(Briggemanret al, 2001), evaluation of materials in car produc{iPndenzt al, 1999).
Most scientific concepts are multi-faceted and lsarquantified in a variety of ways. In the
complex systems evaluated by ranking strategiesyahts (chemical substances, chemical
processes, regions, etc.) are described by seattrigutes, referred to also as the criteria;
thus the system must be analysed by more thanriedan, and decisions must be made
by taking several criteria into account contempecarsly. The criteria are any set of
attributes which must reliably represent the systequired properties and which must be
orientable, (i.e. for each criterion it is necegstr explicitly ascertain whether the best
condition is satisfied by a minimum or maximum \&abf the criterion).

Let us now consider an R-dimensional system, witlassociated (N x R) data matrix X.
To each of the N elements a set of R attributageria relevant to the decision making
procedure is associated.

The strategies to reach the optimal choice reqtnesdevelopment of a ranking of the
different options. Within a set E (s, t, wez E) an evaluation method can generate:

. a complete or total ranking: s >t > w > z alsdezhh linear order;

. the best option: s > (t, w, z);

. a set of acceptable options: (s, t, w) > z;

. an incomplete ranking of options s > (t, w, z)@rtf > (w, 2).

1.5.2.1 Total Ranking Theory and Methods (Additive Aggregat methods)

Total order ranking methods are multicriteria decismaking techniques used for the
ranking of various alternatives on the basis of enttran one criterion. A criterion is a
standard by which the elements of the system adgepl Criteria are not always in
agreement, they can be conflicting, motivatingrieed to find an overall optimum that can
deviate from the optimum of one or more of the Ergyiterion.

The different ways of quantifying a single undamtyiconcept will be referred to as views
or indicators. While there is generally a positagsociation among different views, the
association is not perfect and different indicatcen provide different comparative
assessments. Although in many ways these viewsedtiger comparable nor combinable, it
remains a strong and almost irresistible human togembine them into a single view and
a corresponding linear ordering of the objects uedasideration.

Total order ranking methods are based on an agapagz the criteria yr,
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wherer =1, .R[ =1 (y1, Y2, .-...)R)
Thus, if an element is characterised by R critehan a comparison of different elements
needs a scalar function (i.e. an order or rankm#ex), to sort them according to the

numerical value of .

Most common aggregation methods use additive aoohg&ic aggregation, as stated in the
Handbook on Constructing Composite Indicators (OE@D08) The simplest additive
aggregation method entails the calculation of #Hrking of each object according to each
individual indicator and summation of the resultingnkings, e.g. Information and
Communication Technologies Index (Fagerberg, 200hg method is based on ordinal
information (the Borda rule). It is simple and ipdadent of outliers. However, the
absolute value of information is lost.

The second method is based on the number of imdg#tat are above and below a given
benchmark. This method uses nominal scores for aotator to calculate the difference
between the number of indicators above and beloarbitrarily defined threshold around
the mean, e.g. the Innovation Scoreboard (Euro@eammission, 2001).

By far the most widespread linear aggregation i s#fummation of weighted and
normalised individual indicators.

When using a linear additive aggregation techniguaegcessary and sufficient condition
for the existence of a proper composite indicasopreference independencgiven the
individual indicators{x, X.,..., X}, an additive aggregation function exists if analyoif
these indicators are mutually preferentially indegent (Debreu, 1960; Keeney and Raiffa,
1976; Krantzet al, 1971).

An undesirable feature of additive aggregatiorthésimplied full compensability, such that
poor performance in some indicators can be compethg$ar by sufficiently high values in
other indicators.

If multi-criteria analysis entails full non-comperslity, the use of a geometric aggregation

is an in-between solution.

Several evaluation methods which define a rankingampeter generating a total order
ranking have been proposed in the literature (Kelled Massart, 1991; Hendrilt al.,
1992; Lewiet al, 1992) with the application in many different text; those more
frequently used are Pareto Optimality, Desirabifitgctions, Utility functions, Dominance

functions, Preference functions, Concordance Amalgad Absolute Reference method.
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Most of these methods require the definition of vhkies and situations of optimum, i.e.
for each criterion it is necessary to ascertairieily if the best condition is satisfied by a
minimum or a maximum criterion value, and the tréman the minimum to the maximum
must also be established. The attribute settirgdrucial point in ranking methods since it
requires the “mathematization” of decision critesibich are often not completely defined
or explicit. Total order ranking results are styicdependent on the criteria setting and thus

can be completely different for different settings.

. Pareto Optimality
The Pareto optimality technique selects the saedafareto-optimal points and the points
that are not Pareto-optimal points are inferiotht® Pareto optimal points with respect to at

least one criterion. Let us consider a two-dimemsi@riterion space (Figure 1-3).

Criterion 2

Criterion 1

Figure 1-3 Representation of the four quadrantstimo-dimensional criterion space around the p@int

A point corresponds to one setting of two critetie criterion values of which are plotted
against each other. The space around the poinhBealivided in four quadrants. In the
case of two criteria both to be maximised, the {®in the first quadrant are inferior to
point P, while points in the fourth quadrant arpesior to point P. The points in the second
and third quadrants are incomparable with pointrieesthey are superior to P for one
criterion and inferior for the other.

In other words, a point is a Pareto optimal poimad other points are found in the upper
right quadrant. According to Pareto optimality,ledst one point must be Pareto optimal,
and all the non-inferior and incomparable pointgetber form a set of Pareto-optimal
points. If the system under study is described lbyenthan two criteria, the R-dimensional
criterion space (R > 2) containing the Pareto oatipoints must be projected onto a two

dimensional plane (using for example the Princpainponent Analysis technique).
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. Desirability and Utility functions

The Desirability approach is based on the definited a desirability function for each
criterion in order to transform values of the ardado the same scale.

Each criterion is independently transformed intdeairability dir by an arbitrary function
which transforms the actual value of each elem@nta value between 0 and 1.

Once the kind of function and its trend for eaditedon is defined, the global desirability

D of each i-th element can be evaluated as follows:

D, =§/d, xd,...xd, with0<D;<1 (1.2

The overall desirability is calculated combining thke desirabilities through a geometrical
mean.

It must be highlighted that the desirability protliscvery strict: if an element is poor with
respect to one criterion, its overall desirabiltyl be poor, and in the case limit if one
element is zero the overall desirability becomes.ze

In addition each criterion can be weighted in oftdetake into account criterion importance
in the decision rule.

Once D for each element has been calculated, @leligments can be ranked according to
their D value and the element with the highest D loa selected as the best one.

The critical feature of this approach to multiarie decision making problems is the
establishment of the relation between criteria aedirability values which must be
performed by the decision maker

The Utility approach is very similar to the desifiép functions; each criterion is
independently transformed into a utility or by adtion which transforms the actual value
of each element into a value between 0 and 1.

In this case the overall utility is calculated leswverely: in fact the overall quality of an
element can be high even if a single utility fuontis zero.

Like the desirability functions, the utility funotis are affected by arbitrariness related to
the a priori selection of the functions and coroggpng upper and lower limits.

. Dominance functions

This method is based on the comparison of the sfétee different criteria for each pair of
elements. This approach does not require the tamation of each criterion into a
quantitative function, it has only to be establgkéhether the best condition is satisfied by

a minimum or maximum value of the selected criterio
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For each pair of elements (i, j) three sets okdatare determined:

R*(i,j) is the set of criteria w+ where i dominate&.¢. where i is better than j)°®j) is the
one where i and j are equal, andi |} is the set of criteria wwhere i is dominated by |.

The dominance function (called;Xbetween two elements i and j is calculated casid

the weights. A ¢ value equal to 1 means equivalence of the two eh¢sn G > 1 means
that the element i is, on the whole, superior oglement j, whereas;& 1 means that the
element i is, on the whole, inferior to the elemjefithe obtained values can be normalised
in the closed interval 0-1 and then a global sa@e be calculated as the sum of these

normalized values.

Preference functions
The preference function ranking method was develdpeBrans, Vincke and Mareschal
(Brans and Vincke, 1985; Braret al, 1986). This approach uses subjective preference
functions for each separate criterion to rank tiffer@nt elements. However, differently
from the desirability and utility functions, thegberence function trend does not directly
model the element values for each criterion; it el®dhe difference values between each
pair of elements. Thus for each r-th criterion,ref@¢rence function R.j)) must be defined
for the difference between the function values wb telements &; = f(i) — f(j)). The
preference function Pr(i.j) defines the degree kactv the i-th element is preferred to the j-
th element.
If the difference between the two elements, i and greater than or equal to thevalue,
then the i-th element is strictly preferred to jh# element; if it is less than 0, no
preference exists and the two elements do notrdifighe other cases the preference value
is provided by the function itself.
In a second step, a preference indék,j) of element i over j for all the criteria, is
calculated and finally In a third step, the pogtilow and negative flow outranking for
each element is calculated.
The global quality, called net flow outranking, thie i-th element is then calculated and

normalized

. Concordance Analysis
The main difference between Concordance Analysid &wesirability, Utility and

Dominance functions is the introduction of a ref@e element to which each element is

28



The Problem: State of the Art

compared. The reference element can be a real elemna fictitious one: the centroid (i.e.
the vector of the means) is frequently used a$ichgous reference element.

Because of the different dimensions of the crite@ach criterion first undergoes
normalisation, and each is weighted accordingstinipportance in the decision process. For
each criterion the normalised value is compareti Wie normalised value of the reference
element. For each element Concordance (composdtdsg criteria for which the i-th
element has values higher than those of the refereiement ) and Discordance
(composed by those criteria for which the i-th edatmhas values lower than or equal to
those of the reference elemen} sets are defined. For each element a Concordance
Indicator Cj (measures the number of criteria for which the elgment is preferred to the
reference element) and correspondingly a Discomlamdicator Di (which quantifies not
only the number of criteria with a worse i-th elethéhan the reference element but also
how much worse it is) is calculated.

The elements are ranked according to the globaé$to

i = Cl; — DI (1.3)

In its usual form, the Concordance indicator is @asure of the number of criteria for
which each element is preferred to the referenemenht, since the Indicator is defined as
the sum of the weights belonging to the criteriatilod Concordance set, however no
account is taken of the real quantitative distame®veen the two elements. Pavan (2003)
proposed a new and quantitative Concordance Irafic@lf; which measures not only for
how many criteria the i-th element is preferredhne reference element but also how much
it is preferred, is proposed here as the sum ofvdighted differences between the criteria

of the Concordance set and those of the referdeogeat.

. Absolute Reference method

The absolute reference method is based measuendjstance between each element and a
reference element, which is supposed to reprekerdverall optimum of all the considered
criteria. This method requires the definition o tralues and situations of optimum, i.e. for
each criterion it is necessary to explicitly asartnot only whether the best condition is
satisfied with a minimum value or a maximum valdeh® criterion, but also the specific
optimum values. To get rid of different criterionm@nsions, each criterion first undergoes
normalisation and weighting to account for its imrtpace.

Once a distance measure (i.e. Euclidean, MahalsnManhattan) has been selected, the

Absolute reference method calculates the entirashaces between the elements and the
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reference element. An example in ecological proBlesngiven by ldeal Vector method

(Rossi Pet al, 2008)

For each element a measure of its similarity whig treference element is derived from the
Euclidean distance according to the following espien:

S=1-¢0<S<1 (1.4)

This similarity measure is used to rank the elesmehtranges from 0 (no similarity exists

between the considered element and the referer&eama 1 (there is complete similarity

between the considered element and the refererge on

1.5.2.2 Pros and cons (arguments for and against) of compesndicators

In general terms, an indicator is a quantitativa qualitative measure derived from a series
of observed facts that can reveal relative posstiore. of an object) in a given area. When
evaluated at regular intervals, an indicator camtpout the direction of change across
different units and through time. In the contextpafiicy analysis (Branckt al, 2007),
indicators are useful in identifying trends andvdrag attention to particular issues. They
can also be helpful in setting policy prioritiesdaim benchmarking or monitoring
performance. A composite indicator is formed whadividual indicators are compiled into
a single index on the basis of an underlying motleé composite indicator should ideally
measure multidimensional concepts which cannotapguced by a single indicator. The
main pros and cons of using composite indicatoestlae described in Table 1-2 (Saisana
and Tarantola, 2002).

30



The Problem: State of the Art

Pros:

Cons:

Can summarise complex, multi-dimensional
realities with a view to supporting decision-
makers.

Are easier to interpret than a battery of many
separate indicators.

Can assess progress of countries over time.
Reduce the visible size of a set of indicators
without dropping the underlying information
base.

Thus make # possible to Include more
information within the existing size limit.

Place issues of country performance and
progress at the centre of the policy arena

Facilitate communication with general public
(ie. citizens, media, efc) and promote

May send misleading policy messages if
poorly constructed or misinterpreted.

May invite simplistic policy conclusions.

May be misused, e.g.to support a desired
policy, if the consiruction process is not
transparent and’or lacks sound statistical or
conceptual principles.

The selection of indicators and weights could
be the subject of political dispute

May disguise serious failings in some
dimensions and increase the difficulty of
identifying proper remedial action, if the
construction process is not transparent.

May lead to inappropriate policies if
dimensions of performance that are difficult to
measure are ignored.

accountability.

s Help to constructunderpin narratives for lay
and literate audiences.

s Enable users fto comparz complex
dimensions effectively.

Table 1-2 Pros and Cons of Composite Indicators

The aggregators believe there are two major reasimatsthere is value in combining
indicators in some manner to produce a bottom I[irfeey believe that such a summary
statistic can indeed capture reality and is meduningnd that stressing the bottom line is
extremely useful in garnering media interest anacbehe attention of policy makers. The
second school, the non-aggregators, believes omé@ldsistop once an appropriate set of
indicators has been created and not go the fustegr of producing a composite index.
Their key objection to aggregation is what they ag¢he arbitrary nature of the weighting
process by which the variables are combined. (®hag904) According to other
commentators: [...] it is hard to imagine that delatehe use of composite indicators will
ever be settled [...] official statisticians may tdndesent composite indicators, whereby a
lot of work in data collection and editing is “wadt or “hidden” behind a single number of
dubious significance. On the other hand, the tetigptaf stakeholders and practitioners to
summarise complex and sometime elusive processgs qestainability, single market
policy, etc.) into a single figure to benchmark vy performance for policy consumption

seems likewise irresistible. (Saisatal., 2005).
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1.5.2.3 Partial Ranking Theory and Methods

Ordering is one of the possible ways to analyse @aid to get an overview over the
elements of a system. The elements are commonhacteaised by more than one quantity,
I.e. they are described by several variables. Asrsequence of the multivariate property
of the elements, their ordering requires specéahhiques as “conflict” among the criteria
is bound to exist. Total order ranking methodsngeicalar methods, combine the different
criteria values into an index, the ranking indexand element comparison and ordering is
performed according to the numerical valuelofln this way the elements are always
ranked in a total or linear ordered sequence, Hmiiriformation on conflict among criteria
is inevitably lost.

Partial order ranking (Briggemann and Patil, 204(® vectorial approach that recognizes
that not all elements can be directly compared waitlother elements because, when many
criteria are used, contradictions in the ranking loa present.

Obviously the higher the number of criteria, thghar the probability that contradictions in
the ranking exists. The partial ranking approachamby ranks elements but also identifies
contradictions in the criteria used for rankingmso"residual order" remains when many
criteria are considered and this motivates the tgramtial order". Thus the more known
concept of order is the one demanding that all elgmbe comparable (i.e. linear or total
order), while partial order is the one in whichrets can be “not comparable”. If many
elements are to be investigated, and especialiyaify criteria are to be considered, the
parallel coordinates become complex and confusing.

In this paragraph the issues, challenges, anccdifiés encountered in trying to combine
multiple indicators into a single index are exandii@atil and Taillie, 2004a).

A collection S of objects where each object hasssociated suite, (11, ..., }), of real-
valued indicators has been considered. We supptseatl indicators are consistently
oriented so that small values indicate “poor” ctinds and large values indicate “good"
conditions.

The elements in S will be denoted by a, b, c,We would like to make comparative
statements about two given objects a and a' basélged indicator valuesl |, ..., L and

I'v ,I'5, ...,Ip), respectively. If it happens that 2 [; for all j, then we say that a' is
intrinsically “better” or “bigger” than a (in th@bse sense) and we write>aa or a< a'.

When, on the other hand, the indicators are nohiomaus in comparing a and a', we have

an ambiguous situation in which different investiga might rank a and a' differently. Here
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there is no consensus ranking. The possibilitiedraticated in Fig. 1-4 in the case of p =2
indicators. Object a divides indicator space imar fquadrants. Objects a' falling in the first
quadrant (including its boundary) are intrinsicditter than a and those falling in the third
quadrant are intrinsically worse than a. The secamdl fourth quadrants (excluding their
boundaries) are regions of ambiguity; objectstgllhere are not intrinsically comparable
with a.

I
I
R I i
Ambiguous  Bigger than a
I
1

Indicator 2 (1,)

I

I

! : .
Smaller thana , Ambiguous

I

I

1

Indicator 1 (1))

Figure 1-4. With two indicators, each object a diés indicator space into four quadrants. Objectsén
second and fourth quadrants are ambiguous in makingparisons with a.

Resolution of ambiguity can be accomplished (mattarally) by combining the indicators
into an index:

index = H(L, I, ..., b) = H(@).

H denote such combination and the simplest comibmas linear, H = wi; + wal, +....+
Wplp.

The induced linear ordering can be displayed pigllgrin terms of the contour of H that
passes through a. The contour divides indicatocespdo two regions; objects in the upper
right-hand region are intrinsically bigger than hile those in the lower left-hand region

are intrinsically smaller than a (Fig. 1-5).

= Bigger than a w Bigger than a
a a~
= -
4= g a
3 g
H =] H =constant = H=constant
Smaller than a Smaller than a
Indicator 1 (/,) Indicator 1 (,)

Figure 1-5. Contour of index H passing through obg A linear index is shown on the left and a-tinear
index on the right.
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However, for an index H to be considered valid,intduced ordering should be consistent
with the intrinsic ordering and this request picitly, means that the contour of H that
passes through object a must lie entirely withenambiguous regions for a. Fig. 1-6 shows

some valid contours and also some invalid contours.

Indicator 2 (/,)
Indicator 2 (/,)

Indicator 1 (1,)

Indicator 2 (1)
[ndicator 2 (1,)

1
Indicator 1 (1)) Indicator 1 (1,)

Figure 1-6. The top two diagrams depict valid cangovhile the bottom two diagrams depict invalid
contours.

The mathematical conditions for an index to bedralie very simple and Fig. 1-6 suggests
that validity is related to monotonicity of the ¢oars when p = 2.

Validity is thus a mild restriction and still leava lot of freedom in choosing an index. Any
proposed choice has to be considered in light ef‘ttadeoffs” or “substitutions” that are
implied by the index’s contours.

If one can argue persuasively for specific tradevafue(s), then it makes a lot of sense to
use the corresponding index. Typically, though, iadex is adopted on grounds of
mathematical convenience or simplicity (e.g., aarage) with little effort to justify or even
discuss the implied tradeoffs.

Two objects x, y belonging to E are characterizedtlieir attributes’ values ((x),
02(X),---,h(x) and (q(y),Gz(y),--,ch(y))-

We say x and y are comparable,;{&j< qi(y) or q(y) < qi(x), for all i = 1,2,..,n.

If gi(x) < gi(y) for all i, then we write X y.
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If gi(x) < qgi(y) not for all i (i.e., if there exists at leastei with ¢ (x) > g (y) and one’i
with g~ (x) < g~ (y)) then the two objects x, y are incomparabletifwiespect to the
considered set of attributes). In that case weewrit/ y.
The demand “for all” to set up an order relation eadl the generality principle. Sets
equipped with an order relation are calfettially ordered sets (posets)It is convenient
to speak of an attribute set. Briggemanl (1995a) introduced the concept, information
base, IB, which is the set of attributes used m data matrix. Therefore we will either
write (X,{q1, &,...qn}) if it is important to refer to the attributes arrite (X, IB).
A total order is a set, whose order relation ldadsomplete comparability (i.e., each object
is comparable with each other).
We need one further relation in a poset. Objest $aid to cover object a provided (i) a<b
and (ii) there is no object x for which a < x <Mote that all the inequalities in this
definition are strict.
There are three ways of portraying partially ordesets:

hasse diagrams;

zeta matrices;
. cover matrices.
The Hasse diagram is a planar graph whose vediees one-to-one correspondence with
the objects in S and whose pattern of edges detesrthe order relation. On the other
hand, the zeta matrix is better for analytic pugsem fact many of the operations on posets
can be expressed by matrix multiplication. The caomatrix is a variant of the zeta matrix.
The Hasse Diagram Technique (HDT) is a useful tooberform partial order rankings
with an easy visualisation of the obtained resulisey are excellent for visualization

purposes-provided S is not unduly large.

1.5.3 Other useful statistical tools

1.5.3.1 Principal Component Analysis

Principal Component Analysis (Rossi €.al, 2009) is one of the best known procedures
in multivariate statistics. Proposed by Pearso®1)1@nd developed by Hotelling (1933) it
is one of the main methods for performing dataysigland exploration.

It allows the examination of the correlation pait@among variables and an evaluation of

their relevance, the visualization of the eleméntsanalyzing their inter-co-relationships
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(outliers, clusters), the synthesis of data desonpdiscarding noise, the reduction of data
dimensionality by discarding unnecessary varialdesl, the finding of principal properties
in multivariate systems. From a mathematical pofntiew the aim of principal component
analysis is to transform a certain number of (ddgsicorrelated variables into a (smaller)
set of orthogonal (i.e. uncorrelated) variables olhireproduce the original
variance/covariance structure. This means rotaéing-th dimensional space to achieve
independence between variables. The new variataed principal components, are linear
combinations of the original variables along theediion of maximum variance in the
multivariate space, and each linear combinatiodagxp a part of the total variance of the
data. Being orthogonal the information containecgach PC is unique. A maximum of p
principal axes can be derived from the originaladabntaining p variables. The new
variables are defined by calculating eigenvalues eigenvectors of the correlation matrix
C(or the covariance matrix S) obtained from thgiaal data matrix X.

Because of their properties, principal componeats aften be used to summarize most of
the variability of a dispersion matrix of a largenmber of variables, providing a measure of
the amount of variance explained by a few indepenhgencipal axes. The objective is to
reduce the dimensionality (number of variablesjireéhg most of the original variability in
the data. The first principal component accountsafomuch of the variability in the data as
possible, and each succeeding component accourds fauch of the remaining variability
as possible.

In particular, the first two principal componentgfide a plane, which represents the largest
amount of variance. The elements are projectedisnplane in such a way as to preserve,
as much as possible, the relative Euclidean distatitey have in the multidimensional
space of the original variables. Principal compararalysis is a reduced space ordination
method which starts from a scaling of the elemenfsill-dimensional space, representing

them in a few dimensions while preserving the disgarelationships among the elements.

1.5.3.2 Cluster Analysis

A general question facing researchers in many arke@guiry is how to organize observed
data into meaningful structures, that is, to dgvdbxonomies (Jardine and Sibson, 1971,
Sneath and Sokal, 1973).

Cluster analysis, also called data segmentatioinst (lsed by Tryon, 1939) is an
exploratory data analysis tool that encompassesimbar of different algorithms and

methods for grouping objects of similar kind inéspective categories.
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All relate to grouping or segmenting a collectidrobjects into subsets or “clusters”, such
that those within each cluster are more closelgteel to one another than objects assigned
to different clusters. Central is the notion of egof similarity (or dissimilarity) between
the individual objects being clustered.

The main goal of clustering (Rossi @t al, 2009) is to reduce the amount of data by
categorizing or grouping similar data items togethHe other words it aims at sorting
different objects into groups in a way that theréegof association between two objects is
maximal if they belong to the same group and mihiotlaerwise. Given the above, cluster
analysis can be wused to discover structures in daithout providing an
explanation/interpretation (i.e. cluster analysmpy discovers structures in data without
explaining why they exist).

Cluster analysis methods are mostly used when weotibave any a priori hypotheses, but
are still in the exploratory phase of our reseahgla sense, cluster analysis finds the “most
significant possible solution”. Therefore, statati significance testing is really not
appropriate here, even in cases when p-levelsated (as in k-means clustering).
Clustering methods (Anderberg, 1973, Hartigan, 198 and Dubes, 1988, Jardine and
Sibson, 1971, Sneath and Sokal, 1973, Tryon antkyB&l973) can be divided into two
basic types: hierarchical and partitional (k-mearhs$tering.

Partitional clustering attempts to directly decompose the data set insetaof disjoint
clusters.

The criterion function that the clustering algomitiiries to minimize may emphasize the
local structure of the data, as by assigning citaste peaks in the probability density
function, or the global structure. Typically thelél criteria.

The typical approach is to specify a desired nuwibkrclusters, then assign each case
(object) to one of k clusters minimizing some measof dissimilarity in the samples
(dispersion) within each cluster, while maximizitng dissimilarity of different clusters. A
very common measure is the sum of distances oradtsquared Euclidean distances from
the mean of each cluster. Computationally, clustmes often computed using a fast,
heuristic method that generally produces good (outnhecessarily optimal) solutions. The
k-means algorithm is one such method.

K-means training starts with a single cluster withcentre as the mean of the data. This

cluster is split into two and the means of the mhvgters are iteratively trained. These two
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clusters are again split and the process continngkthe specified number of clusters is
obtained.

When the user specifies random start the algorghnerates the k cluster centres randomly
and goes ahead by fitting the data points in tlubssters. This process is repeated for as

many random starts as the user specifies and thievBRie of start is found.

Hierarchical clustering on the other hand, data are not partitioned anparticular cluster
in a single step series of partitions takes plasecessively by either merging smaller
clusters into larger ones, or by splitting largarsters. Usually what happens is starting
from a single cluster containing all objects tolusters each containing a single object. At
each particular stage the method joins togethetvtioeclusters which are closest together
(most similar). The clustering methods differ ire ttule by which it is decided which two
small clusters are merged or which large clustsplis.

Hierarchical Clustering is subdivided into aggloatete methods, which proceed by series
of fusions of the n objects into groups, and dixdsmethods, which separate n objects
successively into finer groupings.

Differences between methods arise because of ffexatit ways of defining distance (or
similarity) between clusters. Several agglomerateehniques will now be described in
detail.

Single linkage clusteringit is one of the simplest and is also known as trearest
neighbour technique. The defining feature of théhwoe is that distance between groups is
defined as the distance between the closest paibjetts, where only pairs consisting of
one object from each group are considered.

Complete linkage clusteringalso called farthest neighbour, it is the oppmosf single
linkage. Distance between groups is now definetheglistance between the most distant
pair of objects, one from each group.

Average linkage clusteringnere the distance between two clusters is defasetthe average
of distances between all pairs of objects, wheh gair is made up of one object from
each group.

Average group linkagewith this method, groups once formed are represeby their
mean values for each variable, that is, their mesator, and inter-group distance is now
defined in terms of distance between two such meators.

Ward's method Ward in 1963 proposed a clustering procedure isgeto form the

partitions R, Py.1,..., R in @ manner that minimizes the loss associateld @ath grouping,
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and to quantify that loss in a form that is readierpretable. The distance between two
clusters, A and B, is how much the sum of squatésnerease when we merge them So at
each step in the analysis, the union of every ptessiuster pair is considered and the two
clusters whose fusion results in minimum increaseéiriformation loss' are combined.
Information loss is defined by Ward in terms of amor sum-of-squares criterion
(minimizing the merging cost of combining the chrs).

Hierarchical clustering may be represented by a tWuoensional diagram known as
dendrogram which illustrates the fusions or divisianade at each successive stage of
analysis. By cutting the dendrogram at a desirgdlla clustering of the data items into
disjoint groups is obtained.

A problem with the clustering methods is that theeipretation of the clusters may be
difficult. Most clustering algorithms prefer cematluster shapes, and the algorithms will
always assign the data to clusters of such shapasitthere were no clusters in the data.
Therefore, if the goal is not just to compressdhta set but also to make inferences about
its cluster structure, it is essential to analyzeeter the data set exhibits a clustering
tendency.

Another potential problem is that the choice of tiienber of clusters may be critical: quite
different kinds of clusters may emerge when K iaraded.

1.5.3.3 Multiple Discriminant Analysis

Discriminant Analysis (Rossi CGet al, 2009) may be used for two objectives: either we
want to assess the adequacy of classificationngilrte group memberships of the objects
under study; or we wish to assign objects to on& miimber of (known) groups of objects.

Discriminant Analysis may thus have a descriptiva predictive objective.

The main purpose is to predict group membershigdas a linear combination of the

interval variables. The procedure begins with a afebbservations where both group

membership and the values of the interval varialles known. The end result of the

procedure is a model that allows prediction of grosembership when only the interval

variables are known. A second purpose is an uratelstg of the data set, as a careful
examination of the prediction model that resultsrfrthe procedure can give insight into

the relationship between group membership and #mahes used to predict group

membership.

In both cases, some group assignments must be kibefwre carrying out the Discriminant

Analysis. Such group assignments, or labelling, rbayarrived at in any way. Hence
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Discriminant Analysis can be employed as a usefwmhglement to Cluster Analysis (in
order to judge the results of the latter) or PpatiComponents Analysis. Alternatively, in
star-galaxy separation, for instance, using digitisnages, the analyst may define group
(stars, galaxies) membership visually for a consetly small training set or design set.
Multiple Discriminant Analysis (MDA) is an extensicof Discriminant Analysis and is
also termed Discriminant Factor Analysis and Cagalridiscriminant Analysis. It adopts a
similar perspective to PCA: the rows of the datdrimao be examined constitute points in
a multidimensional space, as also do the group nweators. Discriminating axes are
determined in this space, in such a way that opts®mparation of the predefined groups is
attained. As with PCA, the problem becomes mathiealbt the eigenreduction of a real,
symmetric matrix. The eigenvalues represent theridisnating power of the associated
eigenvectors. Thg groups lie in a space of dimension at ngp&t This will be the number
of discriminant axes or factors obtainable in theshcommon practical case when n > m >
g (where n is the number of rows, and m the numbenlumns of the input data matrix).
There is one eigenvalue for each discriminant fonctThe ratio of the eigenvalues
indicates the relative discriminating power of tfiscriminant functions. For example, if
the ratio of two eigenvalues is 1.6, then the filiscriminant function explains 60% more
between-group variance in the dependent categthmeas does the second discriminant
function. The relative percentage of a discriminfamiction equals a function's eigenvalue
divided by the sum of all eigenvalues of all disgriant functions in the model. Thus it is
the percent of discriminating power for the modséaciated with a given discriminant
function. Relative percentage is used to decide many functions are important. Usually,

the first two or three eigenvalues are important.

1.5.3.4 Fuzzy Partial Order

Complexity of the partial order has its counterpamnessy Hasse diagrams with too many
lines hiding the structure. What may be the redsortomplexity in such diagrams? The
number of objects |X| is not necessarily causingsyi¢dasse diagrams. There is another
reason for complexity: In partial orders we obteitiher x <y or x || y even if the numerical
difference between attribute values is small. Tdrdinal interpretation of the data matrix
causes the lines in the Hasse diagram, althougly Hre representing irrelevant
incomparabilities or comparabilities. Irrelevantemparabilities or comparabilities may

better be interpreted as equivalence relation.
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The following question arises: How can we maniplbtasse diagrams to draw useful
information, without losing the connection to thggmal data matrix? One possible answer
can be given in an efficient way applying the caquicef fuzzy logic to partial order
(Briggemann and Patil, 2010).

The very idea of fuzzy partial order is to repléice crisp < relation by a fuzzy subsethood
as follows (Kosko, 1992; Van der Wabe¢al, 1995).

Kosko fuzzy subsethood Let a, b be two objects characterized by m dimensss

(normalized) attributes, then:

Zm:min(qi (@),q (b))
SH(a,b) = 12 (1.5)

>a@

i=1
SH(a,b) is the membership function, describing hoctv extent object a can be considered
as being below object b. If a < b, then SH(a,b) andl 0< SH(b,a) < 1, if a || b, then both
SH(a,b) and SH(b,d)[0,1).

Relational matrix Application of SH for all objects pairs leads tonatrix R (labeled by
object identifiers) with entries between 0 and heTmatrix R cannot be considered as
being an expression for partial order. The crupi@ht is the transitivity. The transitivity
axiom as formulated in chapter 2 refers to cridati@ns which can be written as R(a,b) =1
and R(b,c) = 1 implies R(a,c) = 1. In the settifduaziness, three fractional numbers are to
be compared and for fuzzy-transitivity it is conieaTti to require

min(R(a,b), R(b,c)k R(a,c). (1.6)

The matrix R, obtained from the Kosko-measure, dussnecessarily obey to Eq. (1.6).
Hence an approach is needed to find a transitesuceé for R, i.e. to replace some entries
in R such that Eq. (1.6) is fulfilled.

Transitive closure De Baets and De Meyer (2003) found an approachhwpi@rantees
fuzzy transitivity by replacing minimal entries Bf as possible. They propose the “matrix
method”: There the essential step is to calculdfefom R as follows:

RO(x,y) = max[min(R"Yx,w),R™w,y)] forallwO X, (n)  (1.7)

indicating the if step in the iteration loop.

When the matrices R and R do no more differ by a certain thresheldthe iteration

stops, say at R.
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a-cut: The final matrix R is transitively closed, hencensistent with partial order. It may
have at mostndifferent values. For defuzzification of R, itappropriate to rank order its

entries and call theno-cuts: a; < 0z < ... < a, = 1, so that we can perform the

transformation:
_ 1if R(x,y)=2a
Rcrlsp (X, y) ={ | (X y) (1.8)

0 else

Arbitrary choice can be made for the threshwld hree cases arise in the application of Eq.
1.8:

1.  R™P(x,y) = R™P(y,x) = 0: x and y are incomparable

2. RSP(xy) =1, R™P(x,y) = 0: x <y or R™P(x,y) = 0, R™P(y,x) = 1: x >y

3. RSP(xy) = R™P(y,x) = 1: xOy.

Tolerance If a has a low value, then almost all entries of R gait a 1, hence there is little
differentiation among the objects. If howewer 1, then only the entries having value 1 in
the original SH-matrix (Eq. 1.5) will be retaineahd the order relations of the original data
matrix are reproduced. ¢f is varied, we find:
for a O (aj,0i+1), the crisp matrix R does not dependoon
for a-values from different intervals of-cuts will induce different crisp matrices R
and therefore different equivalence classes arnibparders.
It is convenient to calli a tolerance level.
Extraction: The matrix K" contains not only the order relations but alsoieence
relations. In order to obtain a Hasse diagram,\&demt elements must be identified and
the order relations of the quotient set extracted.
AdvantagesThe partial orders, indexed loyare order preserving:
(X, 1B)q1 O (X, IB)gz2, a1 > a3 (Van der Walleet al, 1995) (1.9)
Hasse diagrams evolve in a systematic manner, depeona.
Disadvantages Equation (1.5) implies that a sum is to be pened over different
attributes. A sacrilege in the eyes of partial ortteeory! Furthermore, an objective
selection of thex-value is difficult. Annoniet al (2008) propose a measure for selecting a

suitablea-value.
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1.5.3.5 Partially Ordered Scalogram Analysis with Coordirest (POSAC)

Given a poset and its visualization by a Hasserdmga question arises: Can we find a
smaller set of attributes from which we can get $hene Hasse diagram? This question
directs towards a possible representation of tlgenal properties of the data matrix in a
lower dimensional space. Let us imagine that a datfix has five attributes. If we can
find a set of two attributes, which generate thmesdadasse diagram (i.e. which lets the
original order relations remain invariant), then we&n represent the objects in a two-
dimensional scatter plot. This will considerablyplify the ordinal analysis.

For convenience, we introduce POSAC but for morailde see Borg and Shye (1995),
Voigt et al. (2004a,b), Briggemanat al. (2003). POSAC is a method to reduce the
attributes into a smaller number of dimensionshwite goal of correctly preserving as
many of the comparabilities that exist in the orédimodel as possible. The goal of the
POSAC method is to reduce an N-dimensional datarixnély plotting it into two-
dimensional space. The two-dimensional coordingpeasentation of objects with observed
profiles, the data row of object x,1(8), &(X),...,0n(X)), should best preserve profile order
relations as POSAC constructs new axes, which cityreresents as many of the order
relations as possible. POSAC is similar to Principamponents Analysis (PCA) in that
they are both dimension reduction methods, but evRICA tries to preserve distances,
POSAC tries to preserve comparabilities.

POSAC helps the stakeholder by representing thectshjin a two-dimensional plane,
however by a more or less severe approximationauser some order relations will be
ignored. The poset dimension can help to predibgthier by POSAC an exact presentation
in a two-dimensional plane is possible.

As we have seen before, there are three possibler oelations in a two-dimensional
Cartesian coordinate space. The possibilities radeeated in Figure 1-7 A given object a
divides the attribute space into four quadrantse ©bjects y(1 X that fall in the first
quadrant are intrinsically better than a (i.e. g)>and those that fall in the third quadrant
are intrinsically worse than a (y < a). The secamd fourth quadrants are regions of

ambiguity (Figure 1-7), objects falling here areamparable with object a (i.e. y || ).
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(1) Incomparable to a (1) Greater than a

(111) Smaller than a (1) Incomparable to a

Figure 1-7 Two dimensional ordering

In a data matrix of m columns, we want to form aiplly ordered set by comparing their

profiles, provided by the rows of the data mathixthe partially ordered set, some pairs of
profiles may be ordered or comparable while sonies jd profiles are incomparable.

The POSAC algorithm can result in some profilesigainable to be accurately located in
the two-dimensional coordinate space. With a langmber of profiles, misrepresentation

becomes a potential liability of POSAC. In ordernmasure how well POSAC retains

comparabilities from the original data set, we catepthe proportion of comparabilities

correctly represented, if a pair of objects wermparable in the original data set, then they
would have to be comparable with the correct oatom in the POSAC diagram in order to

be considered correctly represented. Similarlyg fair of objects is incomparable in the
original data set, then they would have to be ingarable in the POSAC diagram as well.
We would like the proportion of comparabilities @mtly represented to be as high as
possible, and a proportion above 0.75 is considexidr good for large data sets.

Here the program package SYSTAT has been usedPOSAC program produces a two-

dimensional diagram with the objects represented @so provides the proportion of

comparabilities that are correctly represented.
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1.6 Other available instruments

1.6.1 The Geographical Information Systems (GIS)

Most of the necessary information to proceed tceamironmental-ecological evaluation
and to a territorial planning has a spatial compbn€onsequently the best tools to acquire
and implement these data are the Geographicalnhaioon Systems (GIS).

The term Geographical Information System charazterall types of software that are able
to georeference the spatial information and soite gnswer to territorial problems. GIS
are able to treat and manage territorial data Ilggaigeographical basis. More in detail, GIS
are settled to acquisition, management, procesamgysis, modelling and representation
of data having a geographical position (Burrough al, 1998). Further than the
geographical positioning of objects, the databasgains attributes and information useful
to distinguish objects themselves each others anthtlerline relations in order to solve
management problems and territorial planning.

GIS can be distinguished on the basis of the diggfaresentation type of the geographical
field. Are available GISs that work in vectorialdam raster format even if currently the
most popular and utilized of them allows managiathtstructures of data.

In our specific case, existing habitat cartograplaie much as the administrative ones in the
given study areas, which represent the basic layemder to carry out the ecological-
environmental analysis (i.e. the subject of thiggik), are examples of digital cartography
in vectorial format of polygonal type

For their intrinsic characteristics, and for aviaiéaextensions and possible customizations
that can be obtained, GIS use in ecological studieadely popular in many operational
fields (Younget al, 1988; Campbelét al, 1989; Bian and West, 1997; RossieP.al,
2002). Among them environmental monitoring, terrdbplanning and Ecological Network

design and management can be cited (Swegtah 1998; Weier®t al, 2004).

1.6.2 The Ecological Networks

The topic of Ecological Networks (E.N.) is now ddtshed as focal in environmental
politics, starting programmes and initiatives cep@nding to a logic of integration (i.e. of
network) among individual actions on the environi@ati et al, 2004; Opdanet al,

2006). The knowledge concerning the E.N. themeb®an partly acquired at a planning

level, and not only at a normative one, and inalude International Conventions
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(European Landscape Convention, 2000), in Counaiediives of the EEC, in pan-
European strategies and in national guidelines.

The term E.N. has assumed different meanings fardifit areas according to the functions
to be favoured and focused on (APAT, 2003; Bennz®4; Jongmaret al, 2004;
Jongman and Pungetti, 2004; Opdatral, 2006): (a) a linked habitat system; (b) a Parks
and Reserves system; (c) an enjoyable landscapis sgstem; (d) a multipurpose
ecosystemic scenario based on the realization aftagrated system of areas where it is
possible to promote sustainable socio-economicldpreent processes. It is convenient to
consider that the four above-listed approachesal@xclude, but rather complement and
interpenetrate each other because they correspmncbrmplementary targets of land
management.

Even though all the concepts mentioned earlierimresome way related to biodiversity
conservation, the best definition of an E.N. thaplieitly relates to conservation on a
landscape scale states that E.N.s are “systematafenreserves and their interconnections
that make a fragmented natural system cohereras $0 support more biological diversity
than in its non connected form” (Jongmeinal, 2004). These systems are composed of
“core areas, (usually protected by) buffer zoned &onnected through) ecological
corridors” (Bischoff and Jongman, 1993; Jongreaal, 2004). We focused on this type of
E.N., which is one of the potential applicationstié structural perspective offered by
landscape ecology (Noss and Harris, 1986), butueec consideration of large-scale
continental “green backbones” and small-scale dors.

These three essential elements (core areas, hu#ads corridors) may sometimes be
associated with “restoration areas” for the recpwar damaged elements of ecosystems,
habitats, and landscapes (Cook and van Lier, 188d)with “sustainable-use areas where
sufficient opportunities are provided within thendscape matrix for both exploitation of
natural resources and the maintenance of ecosystections” (Bennett and Witt, 2001,
Bennett, 2004). Although there are many variationshe definition of E.N.s, the most
common goal of an E.N. is “to maintain the biol@jiand landscape diversity of a region”.
An E.N. is meant to ensure biodiversity conservatiy protecting areas of assumed or
known high species richness (core areas) and congehem through corridors that should
enable species to move across unsuitable areas.

The logical flow of justifications is as follows éBnett, 1998): (1) land-use patterns have
increased landscape fragmentation; (2) connectiomeng fragments and the resulting

exchange of individuals, genes, nutrients, and ystesn processes are important for
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species to survive and ecosystem processes torréomaitional; and (3) landscape linkages
are needed to restore connectivity and ensure temmg- survival of species and
functionality of the ecosystem processes.

The theoretical background for these justificatidos E.N.s is in the theory of island
biogeography (MacArthur and Wilson, 1967), in mefaydation theory with its paradigm
of source-sink dynamics (Hanski, 1999), and in bneader perspective of landscape
ecology (Turner, 1989; Turner, 2005; Turredral, 2001). It is also supported by the
undisputable evidence that habitat fragmentatioani®ng the primary threats to species

survival (Wilcoveet al, 1998; but see Fahrig, 2003 for further research)
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2  Study Areas and Materials

2.1 Study Area “A”: Baganza Valley (Parma)

The Baganza River Valley is situated on the Emilgae of the Northern Apennines,
between the River Parma Valley to the east andRihier Taro Valley to the west. From an
administrative point of view, the valley is undéretProvince of Parma in the Emilia-
Romagna region. It covers an area of about 1756takes (ha) with a difference in altitude
of over 1400 m - rising from 57 m above sea lewes.(.) up to 1493 m a.s.l. (Mount
Cervellino). The basin, oriented in the South Wedorth East direction, is very long in
shape. The main mountain reliefs are placed aldmg dpur beginning from Mount
Borgognone, marking off the Baganza Valley fromBama Valley.

The study area is included between the Municigalitof Langhirano (4.08%), Sala
Baganza (8.26%) Terenzo (8.72%), Corniglio (8.72F&)jno (9.96%), Berceto (25.18%),
Calestano (32.58%), Collecchio (0.84%) and Parm&0¢4), and the boundaries are
marked by an administrative boundary Map (Fig. 2-1)
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Figure 2-1 Geographical and administrative locatibthe Baganza Valley. The protected areas are
highlighted.
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Two protected areas are present in the valleyaftmtal 1411.30 ha, equal to about 8% of
the area: the Crinale Park (average altitude 116#als.l.) and Carrega Woods Regional
Park (average altitude 286.6 m a.s.l.), which dreua 25 km apart with a medium
altimetric drop of about 878 m.

A wide series of data and information has been usexder to plan the Baganza Valley
E.N. This information first refers to the Map odlian Nature Project database, particularly
to the habitat cartography. The habitats are dladsaccording to the CORINE Biotopes
(C.B.) methodology (C.E.C., 1991) at the scale QQ®B(Figure 2-2).

CORINE Biotopes Types

' [ 1. Abies alba reforestations
. . F 2. Active industrial sites
Baganza Valley - Habitat Mosaic e — i s
b N 4, Beech forests with hop-hornbeam
I 5. Black pine forests
I c. Black pine riforestations
B 7. Blackthorn-bramble scrub
8. Brometalia erecti submontane calcareous screes
I 8. Chestnut groves
I 10. Chestnut woods
W 11. Common Juniper scrub
12. Field crops
13. Fresh waters
14, Fruit orchards
15, Gully
16, Italian poplar galleries
17. Juniperus nana scrub
18. Locust tree plantations:
19, Lowland high meadows
[0 20. Medio-european rich-soll thickets
B 21. Mediterranean purple willow scrub
00 22, Mesophile pastures
[0 23. Mentane hop-hornbeam woods
B z24. Montane siliceous cliffs
I 25. Mosaic
[ 26. Neutrophile beech forests
B 27. Northern ap omion g ds
28, Overgrown pastures

29. Purple moongrass meadows and related
B :0. Quarries
31. Quercus cerris woods
I 32, River course
B 33. Rough-grass screes
0 34, Ruderal communities with Agropyron repens
[0 35. Ruderal communities with Melilotus albus
36, Ruderal communities with Tussilago farfara
[ 27. Sclerophyllous scrub
I 38, Sedo-Scleranthetea Submontane calcareous screes
29, Semi-xerophile Quercus pubescens woods
I 40, Spring heath scots pine forests
41. Subalpine thermophile siliceous grasslands
0 42, Submontane calcareous screes with Calamagrostis
N 43, Supra-mediterranean hop-hombeam woods
44, Urban parks and large gardens
Kilometers I 45. Villages
46, Vineyards
[v] 5 10 15 20 I 47. Xerophile Quercus pubescens woods

Figure 2-2 Spatial distribution of the 47 type<G8RINE Biotope habitats within the study area “A”.

The environmental units identified in the Valleyldreg to 47 different types (codes) of
C.B. habitats, including natural, semi-natural @mihropized (i.e. towns, industrial sites
and caves) zones (Fig. 2-2). The total amount diithais 2387 (where 2189 are
natural/semi-natural, and 198 are anthropized).

49



Study Areas and Materials

The statistical distribution of the different Cipes is shown below (Figure 2-3):
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Figure 2-3 Histogram of frequencies of the 47 typeSORINE Biotope habitats within the study aréd.”

C.B. habitat types have been recognized (Rossi®9; Rossi O., 2001) according to
vegetation covers, physiognomy and abiotic factofbis habitat classification is
hierarchically structured in categories identifiegd codes, comprising wide sintaxa at
landscape level down to alliance and associations.

All this information, together with the Digital Blation Model and the hydrographical
stream network at the scale 1:50000, has been tosedtline the ecological-naturalistic
traits and structure of the area.

Recent official data concerning the Municipalit@sthe area and carried out by ISTAT,
have been utilized in order to measure human pressuthe Valley.

Other materials used in the study include the Regdiand National Park Map, the Natural
Regional Reserve Map, the Map of the Sites of Comiyulmportance for Nature
Conservation, the Special Protection Area Map giéegraphic range of distribution of the
Italian Vertebrates, the Suitability Italian Vertate, the Digital Elevation Model (DEM) at
scale 1:50000 and a Landsat 5 TM image dated 2003.

All the data and information concerning the studgaabelong to the Map of the Italian
Nature Data Base.
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2.2 Study Area “B”: Oltrepo Pavese and Ligurian-Emilian Apennine

The study area covers 321 815 hectares in nortltedsn stretching over the Provinces of
Parma (40% of the area), Piacenza (23.3%), Pad&8%d), Genoa (6.5%), La Spezia
(6.2%), and Massa Carrara (5.2%). The territorghigracterized by elevated morphologic
and vegetation diversity, correlated with its heggneous lithological composition, the
vastness of the area and the wide range in hdvginks and Reserves included in the study
area are the Regional Park of Aveto, the Regioagt Bf the Parma and Cedra Valleys and

the Natural Reserve of Prinzera Mountain (Figue 2-

Il Protected areas
Municipalities belonging to:
[ ] GENOVA Province
[ | LA SPEZIA Province
[ ] MASSA CARRARA Provinc
PARMA Province
PAVIA Province
[ ] PIACENZA Province

Oltrepd-Pavese and Ligurian-Emilian Apennine

Kilometers

0 70 20 30 40 50

Figure 2-4 Geographical and administrative locatibthe study area “B”. The protected areas are
highlighted.

The area is included in the Map of the Italian Matlroject (Rosst al, 1998) which aims

at identifying, mapping and evaluating landscap#sufor biodiversity conservation and
management. The basic maps produced are mosaitiesént habitat types according to
the CORINE Biotopes Project Habitat Classificati@E.C., 1991). CORINE Biotopes

(C.B.) habitat types are recognizable accordingdgetation covers, physiognomy and
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abiotic factors. This habitat classification israiehically structured in categories identified

by codes, comprising wide sintaxa at landscapd twen to alliances and associations.

The digital map of the study area is produced & €dverage in polygonal format of 34
different C.B. habitat types identified throughesdliie, airborne and terrain data at 1:50000

scale (Figure 2-5).

Oltrepo Pavese and the Ligurian-Emilian Apennine
Habitat Mosaic

Kilometers
0 5 10 20

CORINE Biotopes Types
I 1. Blackthorn-privet scrub
- 2. Brachypodium-dominated semi-dry grasslands
- 3. Catalo-Provennal lholm-oak woodland
- 4, Chestnut (Castanea sativa) woods
5. Conifer plantations
B 6. Dwarf juniper scrub
I 7. Fresh waters
I 5. High maquis
| EX Hop-hornbeam (Ostrya carpinifolia) woods
10. Italian poplar galleries
I 11. vJuniperus nana scrub
[ 12. Lowland hay meadows
I 13. Mediterranean Salix purpurea scrub
14. Mediterranean salt steppes
B 15. Meso-Mediterranean silicicolous maquis
16. Mesophile pastures
[ 17. Neutrophilous beech forests
I 18. Northern Italian Quercus cerris woods
" 19. Northern Italian Quercus pubescens woods
20. Olive groves
I 21. Outer Alpine alpenrose mountain pine forests
B 22. Pinus pinaster ssp. pinaster forests
I 23. Quarries
I 24. Quercus-Carpinus betulus forests
B 25. River course
26. Robinia pseudacacia plantations
B 27. Sub-Atlantic Calluna-Genista heaths
28. Subalpine thermophile siliceous grasslands
B 29. Towns
30. Unbroken intensive cropland
[ 31, Vaccinium scrub
| 32 Vegetated river gravel banks
| 33. Vegetated siliceous inland cliffs
I 34. Vineyards

Figure 2-5 Spatial distribution of the 34 type<G@RINE Biotope habitats within the study area “B”.

The resulting total number of C.B. habitats was 13 8where 21010 are natural/semi-

natural, and 4308 are anthropized) (Tomaselli, 2004
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The statistical distribution of the different Cipes is shown below (Figure 2-6):
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Figure 2-6 Histogram of frequencies of the 34 typeSORINE Biotope habitats within the study ar&i.”

Quercus ilex woods and Mediterranean maquis premailthe mountainside; they are
replaced at higher altitudes by Quercus cerris @uetrcus pubescens forests. In the
remaining part of the study area, starting fromQ@.a0L00 meters and in correspondence of
higher relieves, wide, densely wooded areas of &agylvatica prevail, while Ostrya
carpinifolia forests are to be found between 100 8000 meters, and Quercus pubescens
communities on the southern slopes up to approeinatO0 meters of altitude. Urban
areas and industrial sites are concentrated idotwand, and the landscape presents an
agricultural character with cereal crops, vineyaardd grasslands.

The study area includes 108 Communes whose boesdae marked by an administrative
boundary Map. The demographic data of the 108 Cameswderives from the Italian
Institute of Statistics (ISTAT).

Other materials used in the study were providethbyltalian Ministry of the Environment.
These data include the Map of Regional and Nati®aaks, the Map of Natural Regional
Reserves, the Map of the Sites of Communitariaromamce for Nature Conservation, the
map of Special Protection Zones, the Map of RanZsares, the geographic range of
distribution of Italian Vertebrates, the SuitalyiliMap of Italian Vertebrates, the Digital
Elevation Model (DEM) at scale 1:50000 and a Lah8sBM image dated 2003.
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All the data and information concerning the studgaabelong to the Map of the Italian

Nature Data Base.

2.3 The Ecological Indicators

Ecological Value and Ecological Sensitivity are cepts of relevant importance in
environmental analysis, because both play an aabeole in spotting critical zones in a
given study area.

From a methodological point of view, both EV and B® multidimensional and their
quantitative evaluation is “difficult” because resgts the use of a certain number (i.e. a set)

of suitable environmental indicators.

2.3.1 Ecological Value indicators

As regards Ecological Value, 9 different indicatars listed in Table 2-1 (from 1.1 to 1.9)

and grouped according to 5 different criteria.

CRITERIA INDICATORS
BIODIVERSITY 1.1 Size
1.2 Vertebrate Species richness

1.3 Soil roughness

RARITY 1.4 Habitat rarity within the area
1.5 Presence of rare vertebrates
PROTECTIVE ASPECTS 1.6 Suitability for vertebratesisit (IUCN)
HUMAN BENEFITS 1.7 Percentage of surface included in Protected#re

1.8 Normalized Difference Vegetation Index (NDVI)
INSTITUTIONAL ASPECTS 1.9 Involvement in conservatiareas (SAC, SPA, Ramsar)

Table 2-1 Criteria and corresponding indicatorstfier comparative evaluation of the overall Ecolabic
Value of CORINE Biotopes habitats.

Biodiversity concerns biotic and abiotic featureBiah characterize a given C.B. habitat
and are correlated with biodiversity. It includexbhat size (Leet al, 2001; Margules and
Usher, 1981; Rosenzweig, 1995), species richnessvéh et al, 2001; Smith and
Theberge, 1986; Van der Ploeg and WIijim, 1978) wrchin complexity (Pressest al,
2000; Royet al, 2000).
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The indicator of species richness (1.2) is expesse number (or alternatively and in a
better way as density dividing the amount of prespecies in a habitat divided by its
surface expressed in hectares) of Italian vertebrathose distribution ranges overlap a
given C.B. habitat. The geographical ranges am lisethe REN-GISBAU project (Boitani
et al 2002) and refer to a total of 422 Italian vert&gbrspecies present in the study area.
Each habitat which is included by at least 50%t®frea in the vertebrate range is graded
with 1, otherwise with 0.

Terrain complexity (1.3) is expressed as soil ro@gs. The irregular topography of a
given habitat has been computed using a 1:5000@aDIglevation Model (DEM) in grid
format and quantitatively assessed as Coefficieltoation (CV) of the altitude:

_ altitude(d¢d.dev.)
altitude(nean)

x100 (10)

The numerator is the standard deviation and th@mderator is the mean altitude of the
C.B. habitat.

Rarity criterion includes both habitat and vertébnarity indicators, assigning a score to
each degree of rarity (Csui al, 1997; Gaston, 1994).

The presence of rare habitats or rare speciesgivem area sets ecological value to the
same area (Gaston, 1994).

Concerning the habitat rarity indicator (1.4) a¢ tbcale of the study area, habitat types
which cover less than 1% of the study area arendéfas very rare C.B. (they have score
2), they are rare if between 1% and 5% (scoredngon if above 5% (score 0).

Rarity of vertebrate species (1.5) within the ChBbitat mosaic is related to the extent of
vertebrate range in the study area. Species wlaeh h limited distribution, i.e. below 1%
within the study area are considered very rares thiB. habitats involved in their spatial
distribution are graded 2. Species that inhabiasteetween 1% and 5% of the study area
are considered rare, and the C.B. habitats inclsdeck 1. Finally, species that occur over
an area wider than 5% are common and their cornebpg habitats are graded 0.

Protective criterion describes (Table 2-1) the gebve aptitude of habitats towards some
species of relevant ecological attention.

Habitat suitability indicator (1.6) with respectyertebrates (or alternatively of all existing
vertebrate species) included in the IUCN Red Liategories evaluates the relative
importance of a C.B. habitat depending on its isicla in or exclusion from areas suitable
for the normal needs or survival of critical, engared or vulnerable species. The used data
set of Habitat Suitability Models are produced afiffused by REN-GISBAU project
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(Boitani et al 2002). Habitat suitability maps, produced in eagbrmat at 300x300 meter
resolution, summarize vertebrates’ environment tigrlghips for each species with
different suitability classes, comprising unsuiggbhot very suitable, fairly suitable and
very suitable environments. Grade O is assigned tmbitat placed in either unsuitable
areas or outside the vertebrate suitability mapleafabitats overlapping not very suitable,
fairly suitable and very suitable environments graded 1, 2, and 3 respectively. A C.B.
habitat that falls within different suitable arefias a given vertebrate has the score of the
widest suitability category with respect to the ikatbarea as a whole.

Human benefits are concerned with the use of tBe l@&abitats by humans (de Graaital,
2004). Recreational-educational indicator (1.7/Apmused on the use of Protected Areas for
public education and green tourism and is quanélt assessed as percentage of C.B.
habitat included in the Protected Areas (ParkseRes).

Primary productivity of habitat (1.8) provides infieation on the energetic basis for the
food web on the land and is measured by the NoredlDifference Vegetation Index
(NDVI) of natural and semi-natural habitats (Roweal, 1973). NDVI is calculated
through Landsat TM satellite image dated 2003 arallable in the Map of the Italian
Nature Project. For each C.B. habitat, NDVI is dedi by averaging the NDVI values of
pixels overlapping the C.B. habitat.

Indicator 1.9 has legal-institutional significareed is related to the implementation of the
EU Habitat Directive (92/43/EEC), the EU Birds [itiee (49/409/EEC), and the Ramsar
Convention on Wetlands (1971). The degree of eccdbgalue given to a C.B. habitat can
be evaluated according to its inclusion in or esidno from the so called Conservation
Zones: Special Areas of Conservation (SACs) (folyneefined Sites of Community
importance (SCIs)), Special Protection Areas (SP&%) Ramsar Sites. Indicator 1.9 ranks
the habitat by taking into account whether it oscar not in the SIC, ZPS and Ramsar
Zones. A habitat is graded O if it is placed owtstie boundaries of the Conservation
Zones, and 1, 2, 3 depending on the number ofrdifteConservation Zones in which it is
included. Alternatively, this indicator can be swsied as C.B. habitat area percentage
included in SACs, SPAs and Ramsar Sites.

In both cases, the value is not influenced by thesible inclusion in more than one zone
belonging to the same type of Conservation zonesifia habitat belongs to two SPAs, its

final score will be 1, not 2).
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2.3.2 Ecological Sensitivity indicators

Habitat ecological sensitivity is defined as habpaoneness to environmental change
involving a combination of intrinsic and extrinsiactors (Nilsson and Grelsson, 1995;
Ratcliffe, 1977). In order to effectively develdpis multidimensional concept a set of 9
indicators (Rossi, 2005) has been used (Table 2iP}hese indicators are correlated with
the risk of a habitat of being damaged or losisgitological identity/integrity.

Ecological Sensitivity indicators from 2.1 to 2.@& grouped into 4 different criteria (Table
2-2).

CRITERIA INDICATORS
STRUCTURAL ASPECTS 2.1 Fractal Coefficient of perimeter

2.2 Circularity Ratio of area

2.3 Average slope
COMPOSITIONAL ASPECTS 2.4 Presence of vertebrate species at risk (IUCN)

2.5 Presence of vegetal species at risk (IUCN)
ABIOTIC RISKS 2.6 Landslide Index

2.7 Fire Potential Index (FPI)

2.8 Orientation compared to the main wind direction
ISOLATION 2.9Nearest Neighbour Index

Table 2-2 Criteria and corresponding indicatorstiier comparative evaluation of the overall ecolabic
sensitivity of CORINE Biotopes habitats.

Risks deriving from structural factors compriseshited features such as perimeter
convolution (2.1), shape compactness (2.2), tesiaipe (2.3).

Regarding the perimeter convolution, literaturegasgs that ecosystems receiving several
kinds of inputs from many directions are the onesenlikely to be at risk of losing their
identity (Ratcliffe, 1977). Uneven boundaries errege interactions with many and
different external factors (environments), thusytican influence habitat sensitivity. The
indicator used is represented by Fractal Coefftomdrhabitat perimeter ranging between 1
and 2 (Forman, 1995):

. In(Perimete

Fe=2 In(Area)

(11)

All other things being equal, the more irreguleg frerimeter of a C.B. habitat, the greater
it's opening to the dynamic external forces whichgs on its identity and/or its integrity
(FC close to 2).
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Like perimeter convolution, shape compactness (2R)a habitat is a structural
characteristic which has ecological involvementsrifian, 1995). Indeed, compact shapes
are functional to maintaining habitat resourcesabise they minimize perimeter exposure
and contact with surrounding environment. Habiatpactness has been quantified by
Circularity Ratio Index (CR) as follows:

Area
Area,

CR=

(12)

where Area is the habitat area and Arsathe area of the minimum circle comprising the
habitat.

All other things being equal, a value close to plies great power to preserve the internal
abiotic and biotic resources; a value close toedqzdescribes the opposite situation.
Terrain slope (2.3) affects soil quality and dejptiplying a change in habitat integrity. The
indicator has been derived from DEM (150x156 cell resolution) and quantitatively
assessed as the average percentage of slopemkdéte overlapping the C.B. habitat.

Risks from biotic factors include 2 indicators cemung the presence of species of
vertebrates and plants at risk of extinction withi€.B. habitat (Ratcliffe, 1977; Smith and
Theberge, 1986).

The presence of species of vertebrates listed ®2@®00 I[UCN Red List is quantified (2.4)
as number (or alternatively and in a better wagleassity) of distribution ranges that extend
over a CORINE habitat for not less than 50%.

The occurrence of plants classified by referenctnélUCN Red data Book is calculated
by summing the number of plants (or alternativeig & a better way as density) at risk
placed in a CORINE habitat (2.5).

Important Abiotic risks which can involve C.B. htdis are risk of landslide (Restrepb
al., 2001), risk of fire (Vilaet al, 2001) and wind impact (Visset al, 2004).

Landslide risk of a CORINE habitat can imply a ap@nn species abundances and in
species composition. This risk (2.6) has been caegpwccording to the Ambalagan
method (Ambalagan, 1992), by which a score has hesigned to each habitat, accounting
for the type of soil, the land cover category ahd slope level. The information was
derived from a 1:250000 lithological map, the CORINabitat map and DEM respectively.
The indicator assumes continuous values ranging ¥do infinity.

The risk of fire (2.7) is not the same for all Haks, but some factors make them more

susceptible to this risk. Fire exposes a habitat ¢bance of loss or damage of its ecological
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integrity, therefore it is closely connected tolegacal sensitivity. The risk of fire indicator
is computed using Fire Potential Index (FPI) (BugE88), which is calculated as:
FPI=(1-GVI)x(1-wWI) (13)

GVI, i.e. Greenness Index (Crist and Cicone, 1984 function of vegetation vigor and
biomass, and it measures processes such as pripnagdyction, while WI represents
Wetness Index (Crist and Cicone, 1984), which liated to vegetation moisture. FPI has
been derived from Landsat TM remote sensing imagedd2003 and refers to a 30x36 m
pixel. This indicator is expressed as an integéreveanging from 0 to 255.

Wind impact upon habitat is measured (2.8) as atifig value ranging from 0 to 1, where
0 represents the orthogonality between the prexpiind and the habitat orientation, and
1 represents the parallelism between the prevaiimgd and the habitat orientation
involved. Wind carries parallel accelerated sailsesn, damage to vegetation, and changes
in biological communities, and affects more habitathich are oriented parallel to
prevailing wind.

Habitat isolation risk is represented by nearegjhtmr distance (2.9) from one patch to
another of the same CORINE type. The Nearest Neighizlex (NNI) indicator provides
an estimate of the connectivity inherent in thedkoape and measures the degree of spatial
dispersion in the distribution based on the minimafnthe inter-feature distances (Forman
and Godron, 1986; Taylat al, 1993).

All the indicators are calculated for each habbgtmeans of Remote Sensing and GIS
technologies using ESRI's ArcView GIS software BiNVI software.

2.4 Demographical indicators

All the Communes of the area were submitted to en@gaphic Analysis using six main
indicators derived from the official ISTAT data. §official data utilized in the analysis
were provided by ISTAT and refer respectively t@2@¢for Study area “B”) and 2008 (for
Study area “A”).

The Demographic Analysis is a useful instrumernetaeal both the current and, especially,
the trends of the short and middle term AnthropiesBure. The demographic indicators
referring to each Commune and suggested by ISTATha following:

1. Population density: number of residents per heah@ommune territory;

2. Mean age;
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3. Ageing rate expressed by the formula:

Residents 65x
Resident< 14

100 (14)

i.e. percentage ratio between Resident populatigead a65 and over, and Resident
population aged 0-14;
4. Dependency Ratio expressed by the formula:

(Residentaged< 14) + (Residentaiged> 65)
15< Residentaged< 64

x100 (15)

i..e. percentage ratio between Resident populatged 0-14 plus resident population aged
65 and over, and Resident population aged 15-64;
5. Population Rate Of Natural Increase expressedtiwélormula:

estntie b oo™l (19

i.e. per thousand ratio between Residents’ livéhbirminus residents’ deaths and the
Average resident population;

6. Net Migration Rate expressed by the formula:

(Foreignes registerel— (Foreignes cancelledz( 1000
Averageresidenipopulation

(17)

l.e. per thousand ratio between the Foreigners mgniiom abroad registered in the
population register minus Foreigners cancelled frii@ population register because of

moving abroad, and the Average resident population.
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3 Methods

3.1 Ranking and Prioritization Methods utilized

In the study areas, accordingly to biodiversitytpetion and conservation aim, two types
of objects, referred to two different levels of bses (ecological-naturalistic and

administrative) has been investigated. Ecologieatifions (i.e. habitats), described by 9
indicators concerning Ecological Value and 9 intlica concerning Ecological Sensitivity,

and administrative partitions (i.e. Communes or Mipalities) described by a further set
of 6 demographical indicators.

According to these indicators, and to the leveth® analysis, different types of ranking

methods have been tested.

3.1.1 Ideal Vector Distance

For both Ecological Value (EV) and Ecological Sémgy (ES) indicators, there is a level
that can be said to have the best environmentalitton for that particular indicator in that
particular study area. This level is the ideal edor that indicator. This way of proceeding
is a typical application of total ranking theorlgetabsolute reference method.

Each C.B. habitat of the study area is described Wgctor of 9 elements (indicators) for its
overall ecological value and 9 elements (indicgtfosits overall ecological sensitivity.

All these indicators are expressed on differeniescabefore using them together in a
classification or ordination procedure they mustbbaught to the same common scale. Of
the methods which allow simultaneous adjustmerthefmagnitude and the variability of
the different indicators we used the method of magpgroposed by Sneath and Sokal
(1973) and recommended by Milligan and Cooper (198& Legendre and Legendre
(1998):

e B

where y is the current value of the C.B. habitat,)is the minimum value among the y
Ymax IS the maximum value, ang 16 the transformed value.

This transformation reduces the value of each atdicto the close interval 0-1.

The ordination procedure of all the C.B. habitatgdrms of overall ecological value (or

overall ecological sensitivity) is based on theald€ector Method (Rossi Rt al, 2008).
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The vector whose elements (indicators) represenbést performances in the area is called
Ideal Vector. Regarding ecological value, each el@nof the ideal vector is given the
maximum observed value for that environmental iagic after the transformation, that
element is represented by the value 1.

Regarding ecological sensitivity, we have the opgpo3he elements of the ideal vector,
after the transformation, become equal to O (zéniimum value of sensitivity).
Consequently, the multidimensional Euclidean distanf a given C.B. habitat (represented
by its specific vector) from the Ideal Vector isn@asurement of its overall ecological value

or its overall ecological sensitivity. In formakmtes:

Dist, = J[i(y;,k ~VETT,)?] (19)

i=1
Disty refers to the C.B. units k, n is the number ofigatbrs utilized, and VET§
represents the Ideal Vector.
Clearly, the smaller the distance from the Ideattde the higher the overall ecological
value; for the ecological sensitivity we have tippasite.
Even if this method has been developed specifidallyecological aspects of the habitat, it
can be, without particular difficulties, also fouman Pressure concept.
Similarly to Ecological Value and Ecological Seiiy indicators, for each
Demographical indicator referred to a single ddéfér Commune (i.e. administrative
partition of the territory), there is a level tlen be said to have the best (or similarly the
worst) spin-off on habitat condition. This leveltise ideal score for that indicator. The
vector whose elements (indicators) represent teegerformances in the area can be called
Ideal Vector of Human Pressure.
The analysis of these demographical indicators ballshown in a dedicated paragraph
because their singular contribute of each of therthé overall Human Pressure is not so

evident as for Ecological Value and Ecological $enty indicators.
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3.1.2 Hasse Diagram Theory (HDT): Basic concepts, LinedExtensions and Posets

Linearization

Basic concepts

At the basis of the Hasse diagram technique (HBThe assumption that we can perform a
ranking while avoiding the use of an ordering indebasse diagrams not only present
information on the ranking but, most important, calshow whether the criteria,
characterizing the objects, lead to ambiguitieherranking. For example, an object might
be ranked higher according to one criterion butdowccording to another. These two
objects are not ordered because their data ardrachbetory”. This ambiguity is hidden
when we use an index for ranking.

The Hasse diagram technique is a partial orderimgniechnique (Briggemann and Patil,
2010) introduced in environmental sciences by Hulfdalfon and Reggiani, 1986) and
refined by Briiggemann (Briiggemann and Bartel, 19B8itgggemann and Carlsen, 2006).
It is based on a specific order relation, namedipeco order, and it provides a diagram,
which visualises the results of the sorting. To lengent Hasse Diagram Technique ca be
used WHASSE (Briggemaret al, 1999) and PhyHasse software (Briggemanmal,
2008).

Some facts must be briefly repeated to introducél@sse Diagram Theory in order to
understand how an Hasse Diagram is built and hdva&xfrom this type of visualization
useful information among the data set.

In this approach the basis for ranking is the imfation collected in the full set of criteria.
With the term criteria are included both quantitatand qualitative properties. An attribute
is a numerical quantity logically related to a eribn. We denote these attributes asog

..., Oh. It is convenient to denote the full attribute astA. Each subset of attributes A is
denoted by A and is used to perform a sensitivity analysie (ater).

The concept “tuple” generalizes from the followinmair of data, triple of data. We avoid
the concept “vector”, because the properties afeal space are not needed.

Data are the numerical values corresponding to edtdrion by which a given object is
characterized. An object is the item of interestcliEobject, X, is characterized by a tuple of
data (q(x) = (&%), ®(X),..., G(X))). The set of m objects is called E. We alsatavthe
following: an object x is an element of a set. admgrams are used to rank graphically
these objects, applying a partial order relaticee (paragraph 1.5.2.3) which is called the

“information basis” of the comparative evaluatidreements.
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Hasse Diagram visualizes the results of the padider ranking and is constructed as

follows:

1.
2.

each element is represented by a small circle;

within each circle the element name, or the eqeiva class, is given. Equivalent
elements are different elements that have the samerical values with respect to a
given set of attributes. The equality accordingatcset of attributes defines an
equivalence relation;

cover-relation is a situation that comes true éréhis no element “a” of E, for which s
<a<t, then s is covered by t, and t covers s. If @®oor cover relation exists then a
line between the corresponding pairs of elementisawn, the elements belonging to
an order relation are "comparable”. In other woradjne in the Hasse Diagram
indicates that the two objects connected by ths kre “comparable” with each
other;

being s and t two objects belonging to E, #f sthen s is drawn below t, therefore the
diagram has orientation, consequently a sequendmex can only be read in one
direction either upwards or downwards. Hasse diragrare oriented acyclic graphs
(digraphs); instead of drawing arrows, indicatihgttobject a is “greater” than object
b, the object a is located above b in the plane;

if s<tand < z then < z according to the transitivity rule; however relibetween s
and z is not drawn because this connection carebdacgd from the lines between s
and t and t and z. In other words, lines due tasitavity are omitted;

if either s<t or t< s then s and t are not connected by a line; therg are called
“incomparable”;

“incomparable” elements are located at the samengea@al height and as high as
possible in the diagram, resulting in a structurdegels. Elements belonging to a
given level are incomparable’. Note, however, th#ncation of elements at different
levels does not imply comparability.

In the Hasse Diagram, the elements at the topeofltfigram are called maximals and there

are no elements above them; instead elements wiaeh no elements below are called

minimals and they do not cover any further elemHrthere is only one maximal/minimal

element, then this is called greatest/least element

Therefore, by this convention, the maximal elemeares the most hazardous, and are

selected to form the set of priority elements. Eata that are not comparable with any

other element are called isolated elements, andbeaseen as maximals and minimals at
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once: according to the caution principle they aeated at the top of diagram within those
elements that require priority attention. A charaiset of comparable elements, therefore
levels can be defined as the longest chain withen diagram. An antichain is a set of
mutually incomparable elements. In finite data ma#f, chains and antichains contain a
finite number of objects. Therefore, we can spefaghains or antichains having a certain
length, according to the number of elements theytasn. We can find chains of maximal
length, or antichains of maximal length. Withinatml order in general, there are several
chains of maximal length and several antichainsakimal length. Height of the poset is
the number of elements of the longest chain, wiwildth of the poset is the number of
elements of the maximum of antichains.

Incomparability is due to contradictory attributésr each incomparable pair of elements
there must be at least one pair of attributes einteracting values. Such attributes are
called antagonistic. The key diagram interpretatsoprovided by the meaning of chain and
antichain. A chain indicates that the values of #i&ibutes increase synchronously,
whereas antichains correspond to diverse pattdimss if attributes describe the hazard
caused by chemicals which are toxic to differemicsgs, then maximals are those elements
of highest priority, the most toxic ones, whilstamparability expresses a diverse pattern
of toxicity e.g. toxicity to different species. this case maximal elements are, in the same

way, of priority attention, being toxic but in dfdrent way.

Methods to Obtain Linear or Weak Order by MeansRxrtial Order

Obtaining linear orders that relates to the heérpraritization and ranking (Patil and
Taillie, 2004a): If we can obtain a linear order &l objects just from the data matrix, this
will provide the stakeholder with an alternativanking, and he may check the role of
subjective preferences.

Thus partial order provides a method to obtaimedr order without the need of making
additional assumptions like weights. The main cotatonal problem, however, is the
huge number of linear extensions which some timakes the calculation of the linear
order difficult. Different procedures actually exis rank objects.

First it is necessary to define what a level isvdle are a means to derive from posets a
weak order, because objects x can be ordered dtieetolevel number lev(x). Let us
introduce the equivalence relation

:xyd X

xOy:e lev(x) =lev(y) (20)
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Typically, the equivalence classes dué&ltare large.
Therefore the disadvantage of ordering by lev & there are many ties. The advantage

however is its simplicity.

Cumulative rank frequency method.

A possible method is the follow and concerns with toncept of linear extension (Patil
and Taillie, 2004a).

Each of the many possible ways of ranking the etgmef a poset is referred to as a linear
extension. A linear extension is a linear ordericiwipreserves the order relations of a poset
The Hasse diagram of each linear extension appesara vertical graph (Figure 3-1).
Enumeration of all possible linear extensions canascomplished algorithmically as
follows. The top element of a linear extension bamany one of the maximal elements of
the Hasse diagram. Select any one of these maxiralents and remove it from the Hasse
diagram. The second ranked element in the linetansion can be any maximal element
from the reduced Hasse diagram. Select any of tederoceed iteratively. The procedure
can be arranged as a decision tree (Figure 3-1)eand path through the tree from root

node to leaf node determines one linear extension.

Linear extension decision tree
Q.

Poset B
(Hasse Diagram)

a b

e f

Figure 3-1 Hasse diagram of a hypothetical posdt) (Isome linear extensions of that poset (middiey a
decision tree enumerating all 16 possible linegemsions (right). Links shown in dashed/red
(called jumps) are not implied by the partial ordEne six members of the poset can be arranged
in 6!=720 different ways, but only 16 of these aidgs are valid linear extensions.

The suite of indicators determines only a partrdleo on the objects, but it is human nature
to ask for a linear ordering of those hotspotshése some objective way of smoothing the
partial order into a linear one? A clever soluttoeats each linear extension in Figure 3-1

as a voter and the principle of majority rule iplgd. Focus attention on some member of
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the poset, say element a, and ask how many ofdte¥s/givea a rank of 1? Rank of 2?
Rank of 3? Etc.

The results are displayed in Table 3-1 and Figu?e\Bhere each row of the table is called
a rank-frequency distribution. The cumulative forofghese rank-frequency distributions
form a new poset with stochastic ordering of disttions as the order relation. For this
example, the new poset is already a linear ord€sag Figure 3-2).

Rank

Element 1 2 3 4 5 6 Totals
a 9 5 2 0 0 0 16

b 7 5 3 1 0 0 16

c 0 4 6 6 0 0 16

d 0 2 4 6 4 0 16

e 0 0 1 3 6 6 16

f 0 0 0 0 6 10 16
Totals 16 16 16 16 16 16

Table 3-1 Rank-frequency table for the poset otifég3-1. Each row gives the number of linear exterss
that assign a given rank r to the corresponding begraf the poset. Each row is referred to as a

rank-frequency distribution.
/ Py - =
- [

==l

16

e

Lumulanve rrequency
e

| 2 3 4
Rank

wn
L=

Figure 3-2 Cumulative rank-frequency distributidosthe poset of Figure 3-1. The curves are stackex
above the other giving a linear ordering of therelats: a>b>c>d>e >f.

We refer to the above procedure as the cumulatwd-frequency (CRF) operator. In
general, it does not transform a partial order @tbnear order in a single step; instead,

multiple iterations may be required (Figure 3-3).
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"RF  CRF
Original Poset (’RZ " Original Poset
(Hasse Diagram) (Hasse Diagram)  CRF

a

b, ¢ (tied)

d

h

Figure 3-3 (Left) Two iterations of the CRF operadoe required to transform this partial order iatinear
order. (Right) A poset for which the CRF operatarduces ties.

The CRF operator can also produce ties in the finabr ordering. When several objects

have identical indicator values, they coincidendicator space and are said to be tied. Note

that the CRF operator can produce ties even iketlage no ties according to the original

suite of indicators.

The set of all linear extensions of a partially eretl set X, LE(X), allows the following

applications:

l.Let x be an element of the partially ordered XetCompare the number of linear
extensions where x has a certain height, H (i.sitipo) with the total number of linear
extensions, LT. This may be interpreted as the giihby for x to have height H. Varying
H we obtain the height probability function of otfjex.

2.Let x || y in X. The number of linear extensianswhich x >y is #LE(x>y). The
proportion #LE(x>Y)/LT is called the mutual probilyiof x to have a higher height than
y

3.By taking the average (or the median) of all htsgof an object x over all linear
extensions we obtain the “averaged height (ranfgiy(x), by which for all objects a
linear or weak order can be found. Also the synRiav(x) for averaged rank is used in
the literature. For the concept of averaged hejgieis Winkler (1982).

Unfortunately, except for very small posets, it@nputationally impossible to enumerate
all the linear extensions because their numberadarge.
As an alternative to full enumeration, Markov Chilante Carlo (MCMC) methods can be

used to estimate the (row-normalized) rank-freqyeable. This entails sampling from the
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uniform distribution on the sé&? of all linear extensions of a given posetolf= Q is the
current linear extension, the MCMC transition te thext (proposed) linear extension is
accomplished by randomly selecting a jump (seerEi@dl) frome and interchanging its
two endpoints. See Aldous (1987), Brightwell andhidér (1991) and Haggstrom (2002)

for further elaboration of MCMC methods appliediiscrete data structures.

Local Partial Order Model (LPOM)

Let us select an object x. We investigate objdds have all attributes with smaller values.

We are seeking those elements y of the partialer@d set, for which ¥ x holds. In

technical terms:

OKx):={ydX:y<x} (21)

As O(x) depends on the element x, O(x) is calledphncipal down set, generated by x.

y O O(x)-{x} is a successor. (22a)

S(x): = O(x)-{x} is the set of successors. (22b)

Similarly, it is of interest to select an elemerand find elements y withx'y.

In technical terms: F(x): = {{1 X : y=x} (23).

As F(x) depends on the element x, F(x) is calledphincipal up set, generated by x.

y O F(x) — {x} is a predecessor (24a)

P(x) = F(x) — {x) is the set of predecessors. b(j24

Finally, it is of interest to select two elementand y , X< y, and to determine elements z

with x<z<y. The set I(x,y): ={z: Z1 X, x < z< y} is called the interval of x and y.

Down sets, up sets and intervals are interestiacause they:

. provide order theoretical tools to get simpler Kadsagrams (as mentioned above,
we speak of “navigation through a Hasse diagram”);
are needed for several counting tools.

[O(X)|, [F(X), |I(x,y)|] can be easily determinedcelbgluating their definitions.

In Figure 3-4, the concepts of down sets and upaetexemplified.
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*.9 L oo | [ Fo |

Figure 3-4 Two principal down sets and one princigaset, taken from the poset (),

Let us now introduce the set U(x): U(x): =¥ X, y||x in (X,IB)} (25)

The idea behind the “Local Partial Order Model” M) is to select an object x and to
characterize its order theoretical environment. (iseto look at O(x), F(x) and U(x)).
Because we focus on one single object, for whichwast to estimate its averaged height,
hav (sometimes also called Rkav) we call the metbhmchl Partial Order Model. As we
have to do with partial order, the environment cartve understood only by considering
the objects covering x and the objects covered, lipukalso objects incomparable to x. The
principal down set O(x), the principal up set F@)d the set of incomparables U(x) need
to be considered as determining quantities to eséirhav(x). For details of the method see

Briiggemann and Patil (2010).

Sensitivity and Stability Analysis

The fundamental basis of our analysis is the dattixn The attributes define its columns
and the objects its rows. We pose three questions:

1. What role does any single attribute play? Canfaveexample save time and money,
because some attribute has little discriminatonygr@

2. What can be said about the attribute set? Isittindute set complete? Should we delete
any attribute? Should we add more attributes taltta matrix?

An analysis of the influence of each attribute loa tanking is calle®ensitivity Analysis
(Briggemann and Patil, 2010).

The intention behind an attribute related sensytimmeasure is not to contextually evaluate

the attributes. Here it is of interest to examiag¢ahow an attribute influences the position
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of objects in a Hasse diagram. We want to knowithgact of the removal of a column
from the data matrix. Hence we have to comparepé#rgal order, induced by the original
data matrix with that of the modified data matnxarder to find out the impact of the
modification (i.e. the sensitivity to a Hasse dagj. We will measure the sensitivity by
defining a suitable distance measure. Large imphtiie removal of a column of the data
matrix will need large distance between initial goand modified poset. The distance will
be conceptualized by counting the ordinal changerfratch) between the pairs (x¥)(X,

IB) and (x,y) O (X, 1B(i)) with IB(i) = IB — {qg;}. There are several methods counting the
pairwise mismatch, a) using down sets or up selt§ asing the, - matrix.

We focused on the first method.

We restrict our analysis to down sets, using up wetuld follow the same logic.

There are two information bases, the original dBeand the modified one which is called
IB(i). 1B(i) O IB, hence any comparability of (X, IB) must be naguced in (X, IB(i)).
Therefore:

(X, 1B(i)) O (X, 1B) and O(x, IB(i))0 O(x, 1B) (26)

To count the ordinal mismatch between the two deets, we use the symmetric difference
of setsA

(AAB:=(A0B)-(An B), A B being two arbitrary sets), count its aamtand call the
result W(x, 1B, IB(i)):

W(x, IB, IB(i)) = |O(x, IB(i)) A O(x, IB)| (27)
As the complete object set X is of interest, we sym
W(X, IB, IB(i)) = Z W(x, IB, IB(i)) x O X (28)

One can show that W(X, IB, 1B(i)) is indeed a “diste” between both posets:

W(X, IB, IB) = W(X, IB(i), IB(i)) = 0, W(X, IB, IB(i)) = W(X, IB(i), IB) and the triangle
inequality is fulfilled. Equation 4.2 can be sinfi@d applying simple set-algebraic
relations:

W(X, 1B, IB(i)) = |O(x, IB(i)| - |O(x, IB)E 0 (29)

Furthermore W(X, 1B, 1B(i)) can be normalized byetdenominator n*(n-1)/2, n being the
number of objects:

o(X, 1B, IB(i)) = W(X, IB, IB(i))/(n*(n-1)/2) (30)

Generally W(q) is used and we this quantity the sensitivity mease of the partial

order to the attribute g; deleted from the data matrix.
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So, suppose to compare 3 different posets of thmesits of a set X given by 3 different
attributes (IB, 1B, and 1B) and suppose that the comparison of (X, IB) wXh1B(1)), (X,
IB(2)) and (X, 1B(3)) gives the following valuesrfaV(q):

W(X, IB, IB(1)) = 0, W(X, IB, IB(2)) = 3 and W(X,B, IB(3)) = 1.

So we conclude that deletion of attributeh@s the most impact on the Hasse Diagram.
Now we want to measure ti@rdinal Stability due to augmentation of the information

base.
We define W:={(x,y) , X,y OO X with x || y} (32)
and Uy = {(x,y) , X,y O X/Owith x || y} (32)

They measure the ambiguity in ranking (Briiggemamh Ratil, 2010). In order to obtain a
measure in the scale [0,1] we normalize by n*(n-1)/2 being the number of objects and
Uxio by n*(nk-1)/2, rx being the number of elements in the quotient B&t. call the
normalized quantities P(IB) and take care whether dbject — or the quotient set is of
interest. If P(IB) is “near” 1 then addition of attribute cannot change the partial order
severely as in the exteme case of P(IB)=1 the p@&elB) is an antichain and (X, 1Bl
{gam+1}) remains an antichain. In the case of P(IB) =h@ poset (X, IB) is a chain and
adding an attribute may lead to an antichain, whvehconsider as a strong change of the
poset!

Therefore P(IB) is a measure of the ordinal stabity of the poset due to augmentation
of the information base.

Comparison of two partial orders as a multivarigbeoblem (Proximity analysis)

Here we want to count what is different between vty pairs (X,y) obtained from the one
and the other partial order. These counts we amstalize in a histogram-like diagram.
Proximity analysis furnishes detailed informatiomoat the matchings arising from two
partial orders. A PyHasse software module (Briggemeaal, 2008) is available.

Let us take two elements x, y of X then the followiconstellations appear while
comparing two empirical posets. Counts of some hmags like (<, <) and (>, >) as well
as (>, <) and (<, >) separately is not meaningfuke have a comparison in mind.
Therefore instead of taking care for all 16 matgkiwe group them in “behaviour classes”,

Bi1,..,Bs as follows: (Figure 3-5) .
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Matchings Eehavior classes
1. ==

2

3

4=, = .

5. < = siactone

b, = _ :

7 < | cweadk 1sotone
o=, < _ :

9 x> - egquivalent
10: =, = sindifferent
11z ||

12, < :antitone

12 ||.=

14|, =

15 ]

1é: |, <

Figure 3-5 Assignment of matchings tm behaviour classes.B

In order to describe the behavior of two partiatless in a compact way we use the
wording:
. isotone: matchings (<,<) and (>,>);
. antitone: the matchings (>,<) and (>,<);
. weak isotone: the following matchings:(&) , >0, (J, <), , >);
indifferent: all matchings where || is part of fiaar;
. equivalent: matching(, D).
It is convenient to present the comparison of twdigl orders by a bar diagram of f(Bi).
This multivariate consideration of the comparisdnpartial orders we call “proximity

analysis”.

Antagonism and Separability Analysis

The concept of separability goes the other way dodmstead of trying to find separated
subsets it is supposed that two candidate subsetfoand and we want to assess their
degree of separation.
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A natural question is: How many and which attrilsuteit of the total test-battery explain
that separation? The interest is what propertiethefdata matrix is responsible for this
separation.

Let us identify two disjoint subsets of X/X; and X% . The possible number of relations

(i.e. of < or ||-relations) N(Xy) between Xand X is:

N(X1,X2) = [Xa[*|Xz]. (33)

Let x 0 X; and y[I X5, then x || y or x <y or y < x. We count the |gtiens:
U(X1,X2) ={(%,Y): X || y, XxO X1, y O Xz, X1 n Xp =0} (34)

We define the separability, Sep(X>) as follows:

Sep(X,X2): = [U(Xy, X2)| IN(X1,X2), Sep(X,Xz) = Sep(%,X1) (35)

Sometimes we write Sep(XX,, IB) to specify the partial order.
The separability allows to characterize any digjpir of subsets XX; U X and allows to

find separated subsets without checking the Hagggaim for articulation points (Figure

3-6).
(@) (b)

Figure 3-6 (a): Separated subsets in a schematseptation of Hasse diagrams. (b) and (c): Exanifptes
which the scheme (L.H.S.) may stand.

It should be possible to relate structural propertof the Hasse diagram, like the
appearance of separated object subsets to prapesiated to the data matrix.

Let us consider x, ¥I X and x || y. The singletons {x} and {y} are thenplest example of
separated object subsets. In case of x || y, treréwo attributesicand g i # j such that
gi(x) < g(y) and g(x) > g(y). We say: The separation of x and y is due &nd g

Let us now consider two separated object subsgtn X% with |X| or |X|>1, then it may
be possible that not just one pair of attributesaks simultaneously all comparabilities
among the (unordered) pairs of*¥X,. Hencewe have to search for the smallest subset

of attributes which simultaneously breaks all compeabilities of (x,y) O X;xX:
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If IB’ exist such that x |§: y for all x O X; and all y£I X, with X1, X, [0 X and Sep(X, X2)

=1 and IB’# [, IB’ O IB then we call IB’ the set of antagonistic attribs/indicators and
abbreviate it by AIB(X, X;) (antagonistic information base) and we often eviiB if
there is no confusion possible (Simon (2003), Simaod Briiggemann (2004a, b)). AIB
contains those attributes which are causing tharaéipn of subsets and X: while some
attributes of AIB may have large values for objemft3(; and small values for those 0, X
some other attributes have low values for objetd;and large ones for XThe attributes

of AIB separate Xand X because they are “antagonistic”.

The smallest possible AIB is a pairi{g} such that for all X1 X; and all yOI X, we obtain
x|ly.

This is the most desirable result of antagonisndystiecause then a reasonable graphical
display by a two-dimensional scatter plot may bsside. We also write: the attributes of
AIB “explain” the separation of Xand X%. The search for AIB is a computational task. For
example, analysis for antagonistic attributes WHESSftware (Briggemanet al, 1999)
and/or PhyHasse software (Briggematral, 2008) can be used; for the procedure see
Patil and Briiggemann (2010).

Two attributes are sufficient to explain the separaof two subsets. Suppose to have two
subsets X and ». We realize that SepgXX;) = 1. Suppose that AIB contains only two
attributes g and g among all attributes available, so we are ableottstruct a scatter plot
(Figure 3-7):

]
—_——— e ——————

1
EE

Figure 3-7 |AIB| = 2. A scatter plot ofand X%.

Figure 3-7 demonstrates the usefulness of the porafeantagonistic attributes: We see
that g has large values for@and low values for Xwhereas ghas low values for Xbut
large values for X thus explaining the separation of the two subdetmay however be

possible that we need more than two attributesptaén the separation of object subsets.
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3.1.3 Salience and Primacy

Patil and Taillie (2004a) consider partially ordiets (posets) in environmental contexts
from the perspective of political contention wherebere is need for inferential extension
of the observed data on multiple indicators in otdeobtain a single induced ordering that
resolves contentious issues (e.g. Simon et al.4200here are, however, numerous
environmental contexts in which incomplete ordesingecome directly useful from
management perspectives without forcing a singlduéed ordering by inferential
extension.

In particular, incomplete orderings can answer foguportant questions pertaining to

conservation and potential for remediation:

1. the first question is which ones among a dispgpafeulation of n cases (landscape
units) have consistency of expression (concordaratafive to a suite of p indicators.
Subsets of the cases having consistent expresstosudject to direct comparative
ordering to address further questions;

2. how to sort out superior cases for priority attemtin conservation and protection
and/or to serve as reference standards for connaegsessment;

3. how can cases (landscape units) be recognizedatieaseverely degraded in all
relevant respects to the degree that preservatimh @otection concerns are
effectively absent;

4. among the remaining cases that lack concordanearying degree, are there cases of
landscape units that could be elevated to supstabus by remedial attention in some
particular regard. These are the better cases fachwthere is consistency of
expression among p-1 of the p indicators. The dedoe which consistency is
improved by deleting the most discordant indicatoows both the benefit that would
accrue to targeted remediation and the level airefhat remediation would entail.

Our primary focus here is on these questions wpardal or incomplete orderings are

directly informative to conservation, remediatiaor, allocation issues of environmental

management.

Conflicts in rankings can be viewed from two maperspectives.

One perspective is that any conflict of rankingkesathe units intrinsically incomparable.

A second perspective attempts to resolve someeofahflicts on the basis of more liberal

criteria.
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Adopting the first perspective allows us to segtegsubsets of landscape units (i.e.
habitats) whereby there is intrinsic ordering betwehe subsets but not within a subset
among its members. These subsets are partiallyetdeets (posets) corresponding to the
levels that would be depicted on Hasse diagramgddls and Kim, 1998). If the positive
direction for each indicator is better, then thamary (number 1) subset consists of units
that are not dominated by any other unit. Therdosiination if some unit is equal to or
better than another on all indicators. The secondaumber 2) subset is found by
removing the primary subset and then finding thedemninated subset of the remaining
units. The tertiary (number 3) and subsequent ssilme found by applying the process
recursively.

Multiple units with identical values on all indicas are precluded if the subsets are to be
posets in the mathematical sense because of theyamnetry condition (Patil and Tallie,
2004a). Anyway, for practical purposes, identiaaitsican be re-introduced retrospectively
by placing identically.

Partial progression pattern is a sequence of argerlations that pertains to a subset of
observational units on the basis of a (sub)setndfcators or statistically summarized
indicators.

In particular, with multiple criteria, there are dwcomplementary views of absolute
precedence. One view is domination and the othsul®rdination. These complementary
views are not equivalent in proclamations of precee.

In theDomination perspectivéMyerset al, 2006). on partial order one case can be said to
dominate another if it is at least as good on mdlidators, and better on at least one
indicator. In other words, an observational unit ba said to dominate another if its values
on all indicators are as good or better, with asleone being better. In this perspective,
there is complete lack of evidence to refute astlsmme superiority for the dominating
case.

Conversely, in the&Ssubordination perspectivéMyers et al, 2006). on partial order, one
case is said to be subordinate to another ifat iast as poor on all indicators and poorer
on at least one indicator. In other words, one isngubordinate to another if its values on
all indicators are less than or equal to thosénefather, with at least one being less. In this
perspective, there is complete lack of evidenceefote at least some inferiority for the
subordinate case.

Determining domination is a recursive process wipobceeds through a series of levels.

The process begins with determining all of the sabat are not dominated by any other
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case, and assigning these to dominance level diter. éxcluding all of the level one cases,
the process repeats to find those among the rengasases that are not dominated and
assigning them to level two. The process recycliéls iwcreasing level number until there
are no dominations among the remainde@mong the members of a particular level
there is conflict (disagreement) among the indicats, thus effectively precluding
comparisons within the level.

Computing subordination is a similarly recursivegass, but from a different perspective.
The first pass finds cases that have no subordiraatd designates them as level one. The
second pass works with the remainder and findssdageing no subordinates if level one
cases are excluded from consideration, with thesagbdesignated as level two. This
continues until there are no subordinates amonggtin@ining cases.

It is important to understand the implications efdls for precedence with respect to
domination and subordination.

With regard to domination, there are no casesateatlearly better than those in level one.
However, these cases are not necessarily unifogobd on all indicators. They can be
superior on one indicator while being more or legsliocre on most indicators, as long as
they are not particularly inferior on any indicatés the level number gets larger, the best
can get worse along with degradation on most. Taudarger level number for dominance
is indicative of increasing consensus on overd#riarity, as more and more dominating
cases have previously been removed from the pool.

In the progression for subordination, there areases that are subordinate to those in level
one; so there are no cases that are clearly wbesethose in level one, with these being
worse than the remainder. As the level number @drosdination increases, more clearly
worse cases have been segregated as previous. |&hels, a larger level number for
subordination is indicative of increasing consensusoverall superiority. Domination
status puts most dominant units at status 1, amréasing status implies greater consensus
on inferiority.

In other words, in the successive subordinatiomails that have no subordinate units are
designated as level 1 and removed, with the proitess being iterated. In this case, the
units having level 1 are not necessarily low oniradlicators and increasing status scores
(non-subordination level or NSL) imply greater cemsus among the indicators on
superiority. Members of the same status level hevaense of intrinsic incomparability.
Subordination status puts the most subordinates watitstatus 1, and increasing status

implies greater consensus on superiority.
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Domination and subordination are complementary ttoats, but do not generally give
equivalent results in partial ordering. As a consegpe, neither the domination view alone
nor the subordination view alone gives sufficiemgcdmination to have great practical
utility, but joining the two views is considerabiyiore revealing. Toward coupling the
domination and subordination views, we first platndnation level (inferiority) on the
horizontal axis and subordination level (supengrdn the vertical axis (Figure 3-8).

Increasing

subordination
level as w - o o
superiority

- - o] o [ [} <]
T T T T T T
1 2 3 4 5 6

Increasing domination level as inferiority

Figure 3-8 Scattered plot obtained coupling donmmathorizontal axis) and subordination (verticaisi
views.

The more superior occupy the upper-left corner Witih superiority and low inferiority,
whereas the more inferior occupy the lower-rightheo. Sets having complete consistency
for the two views appear on the upper-left to lowght diagonal. The greater the
departure from a diagonal position, the more confless consensus) among the indicators
arises. A logical sequence of precedence (whicltalleSaliencg is to start numbering at
the upper-left and move to the right across a refode dropping down to the left side of
the row below. Any vacant positions are skipped (norementing the numbers).
Computations of domination and subordination areptle nested, highly cyclic, and
combinatorial. Lack of consensus among the indisatall lead to salience sets that are
large and few in numbers, thus giving relatively ldiscriminatory power.

An alternative approach is to work with rank range relations, which relaxes the
comparative criteria to obtain more discriminatory power.

In this new approach, each indicator is (separptebyverted to ranks in a place-based
manner such that rank 1 is best (first-place). Edata case than has a range of ranks
among the multiple indicators. Comparatives areanaderms of the range of ranks within

a data case.
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If one case has a better best rank along with aaley better worst rank, then that case has
superiority in a rank range sense. Likewise, if oase has a better worst rank along with
an equal or better best rank, then it has supgyrioria rank range sense. Note that the worst
ranks and best ranks are now not required to bith@rsame indicators for the two cases.
Thus, a particular indicator could have the beskr®r one case while having the worst
rank for the other case.

A companion to the salience idea can also be aartstt for rank range comparisons (and
we call this companion @rimacy). One case has rank range superiority over andtties

low rank is lower and the high rank is equal or@éowor if the high rank is lower and the
low rank is equal or lower. A superior rank rangé lae said to be below (B) the inferior
one. Similarly, one case has rank range inferiarghative to another if the low rank is
higher and the high rank is equal or higher, ahé& high rank is higher and the low rank is
equal or higher. An inferior rank range will beds# be above (A) the superior one. For
each case, we can tabulate the number of infedipcgses and the number of superior (B)
cases when compared to the case in question.

Note that the sum of A and B will often be lesattifze total number of cases because there
may be advantage on the low rank coupled with d&athge on the high rank (or vice
versa). Being neither A nor B, which we will call f6r confounded, is the rank range
analog of being in the same salience set suchtibet is lack of clarity in comparing cases.
Plotting inferior frequency (A) on the vertical axagainst superior frequency (B) on the
horizontal axis gives a plot that is a range refal counterpart to domination and
subordination such that the upper left is the prposition (Figure 3-9).
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Figure 3-9 Scattered plot obtained coupling supdremuency (horizontal axis) and inferior frequgnc
(vertical axis).
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Sequential numbering for primacy starts in the uek (prime) position and proceeds in
the same manner as was done for salience.

A primacy plot (Figure 3-10) orders the cases hiynpcy, showing the respective rank
ranges as vertical lines along with the numbersaskes above A (inferior to current case)

and below B (superior to current case).
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Figure 3-10 An example of possible primacy ploteTdases are ordered showing the rank ranges ésaVvert
lines along with the numbers of cases above A ffimféo current case) and below B (superior to
current case).

Horizontal ordering is by primacy. In Figure 3-Xlamonds show number of cases with
rank range above (less favourable) while circleswsimumber of cases with rank range
below (more favourable).

Plotting reduced ranges with vertical line spanrsegond best to second worst will show
the influence of the end members (Figure 3-11).
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Figure 3-11 Primacy plot obtained using reducedearas vertical lines (spanning second best tangeco
worst).

Reduced range plot with vertical line showing resthcange, upward triangle showing

minimum range, and downward triangle showing maxmrange.

3.2 Upper Level Set Scan Statistic for HotSpot Detectio

Three central problems arise in geographical slianee for a spatially distributed
response variable. These are (i) identificatiorai@as having exceptionally high (or low)
response, (ii) determination of whether the elevatsponse can be attributed to chance
variation (false alarm) or is statistically sigodint, and (iii) assessment of explanatory
factors that may account for the elevated respolkbough a wide variety of methods
have been proposed for modeling and analyzing alpdsita (Cressie, 1991), the spatial
scan statistic (Kulldorff and Nagarwalla, 1995; Kokff, 1997) has quickly become a
popular method for detection and evaluation of akgeclusters and is now widely used by
many health departments, government scientistsaeademic researchers.

Two books (Glaz and Balakrishnan, 1999; G&izal, 2001) cover the scan statistic,
although their emphasis is on the one-dimensioedion.

When applied in space-time, the scan statistic paovide early warning of disease

outbreaks and can monitor the spatial spread olu#reak.
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Basic ingredients of the scan statistic are themgdy of the area being scanned, the
probability distribution generating responses urntdernull-hypothesis of chance variation,
and the shapes and sizes of the scanning windoperigkng on the application, different
response distributions are chosen and the tes$tstdas evaluated through Monte Carlo

simulation (Dwass, 1957).

The spatial scan statistic deals with the followsitgation:

A region R of Euclidian space is tessellated odsubed into cells (that will be labeled by
the symbol a). Data are available in the form obant Y, (non-negative integer) on each
cell a. In addition, a “size” value As associated with each cell. The cell sizesafe
regarded as known and fixed, while the cell cotfijtare independent random variables.
Two distributional settings are commonly studiethdsnial and Poisson.

Each distributional model has a simple interpretatior the binomial, Npeople reside in
cell a and each has a certain disease independetttlyprobability p. The cell count Yis
the number of diseased people in the cell. FoPthisson, A is the size (perhaps area or
some adjusted population size) of the cell a, apd ¥ realization of a Poisson process of
intensityA, across the cell. In each scenatrio, the responsaseYndependent; it is assumed
that spatial variability can be accounted for byl-ttecell variation in the model
parameters.

The spatial scan statistic seeks to identify “hotspor “clusters” of cells that have an
elevated response compared with the rest of themeglevated response means large
values for the rates (or intensities),

6= 7. (36)

instead of for the raw counts,YCell counts are thus adjusted for cell sizes teefo
comparing cell responses. The scan statistic easdtpmmodates other adjustments, such
as for age or for gender.

A collection of cells from the tessellation showddtisfy several geometrical properties
before it could be considered as a candidate footapot cluster. First, the union of the
cells should comprise a geographically connectédetuof the region R. Second, the zone
should not be excessively large-for, otherwise, zbbee instead of its exterior would
constitute background (i.e. search for hotspototwes that do not comprise more than fifty

percent of the region).
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The notion of a hotspot is inherently vague andtdaany a priori definition. There is no
“true” hotspot in the statistical sense of a traegmeter value. A hotspot is instead defined
by its estimate-provided the estimate is statiyicagnificant.

The spatial scan statistic seeks to identify “hotspor clusters of cells that have an

elevated rate compared with the rest of the regmmi to evaluate the statistical

significance (p-value) of each identified hotspbitese goals are accomplished by setting
up a formal hypothesis testing model for a hotspbe null hypothesis asserts that there is
no hotspot, i.e., that all cells have (statistigathe same rate. The alternative states that
there is a cluster Z such that the rate for ce@ll iis higher than for cells outside Z. An

essential point is that the cluster Z is an unknganameter that has to be estimated.

Likelihood methods are employed for both the ediimmaand significance testing.

Candidate clusters for Z are referred to as zoloeslly, maximization of the likelihood

should search across all possible zones (in omleddntify the Maximum-Likelihood

Estimated (MLE) Zone), but their number is gengratbo large for practical

implementation. Various devices (e.g., expandimges) are employed to reduce the list of

candidate zones to manageable proportions. Signifie testing for the spatial scan statistic
employs the likelihood ratio test; however, thendeard chi-squared distribution cannot be
used as reference or null distribution—in part lseathe zonal parameter Z is discrete.

Accordingly, Monte Carlo simulation (Dwass, 1953)used to determine the needed null

distributions.

Explication of a likelihood function requires a tiisutional model (response distribution)

for the response xin cell a. This distribution can vary from celldell but in a manner that

is regulated by the size variablg AThus, A enters into the parametric structure of the
response distribution. In disease surveillancgyaese distributions are generally taken as
either binomial or Poisson, leading to comparayiaiple likelihood functions.

Currently available spatial scan statistic softwauers from several limitations:

. first, circles have been used for the scanning awndresulting in low power for
detection of irregularly shaped clusters (Figur&23- Alternatively, an irregularly
shaped cluster may be reported as a series oflamirclusters. Mostashagt al.
(2003) explore the potential of elliptical scannimigdows;

. second, the response variable has been defindtearelis of a tessellated geographic
region, preventing application to responses defioeda network (stream network,

highway system, water distribution network, etc.);
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. finally, reflecting the epidemiological origins ¢ifie spatial scan statistic, response

distributions have been taken as discrete (spatiifidoinomial or Poisson).

B et

..r' f-‘ﬁ?

Figure 3-12 Limitations of circular scanning windav(Left) An irregularly shaped cluster-perhapsalera
outbreak along a winding river foodplain. Smallctés miss much of the outbreak and large
circles include many unwanted cells. (Right) Ciaculvindows may report a single irregularly
shaped cluster as a series of small clusters.

With suitable modifications, the scan statisticraagh can be used for critical area analysis
in fields other than the health sciences. In paldic some promising developments for
generalizing the spatial scan statistic to makeagplicable to hotspot-related issues

encountered by environmental scientists has begliedp

Upper level set (ULS) Scan Statistic is a new wersf the spatial scan statistic designed
for detection of hotspots of arbitrary shapes amdiata defined either on a tessellation or a
network (Patil and Taillie, 2004b). It looks for tepots from among all connected
components of upper level sets of the response aiateis therefore called ULS scan
statistic. The method is adaptive with respect atspot shape since candidate hotspots
have their shapes determined by the data rather ltgasome a priori prescription like
circles or ellipses. This data dependence will ddeeh into account in the Monte Carlo
simulations used to determine null distributions foypothesis testing. We will also
compare performance of the ULS scanning tool witht tof the traditional spatial scan
statistic.

Although the traditional spatial scan statisti@pplicable only to tessellated data, the ULS
approach has an abstract graph (i.e., verticesdgds) as its starting point. Accordingly,
this approach can also be applied to data defived @ network, such as a subway, water
or highway systems.

In fact in ULS scan statistic approach a tesselatietermines such a graph: vertices are
the cells of the tessellation and a pair of vesgtit® joined by an edge whenever the
corresponding cells are adjacent. A network deteesisuch a graph directly. Each vertex
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in the graph carries three items of informatioh:a(isize variable that is treated as known
and nonrandom, (ii) a response variable whose valuegarded as a realization of some
probability distribution, and (iii) the probabilitdistribution itself, which is called the
response distribution.

Parameters of the response distribution may vawyn fvertex to vertex, but the mean
response (i.e., expected value of the responsgbdisbn) should be proportional to the
value of the size variable for that vertex. Thepogse rate is the ratio Response/Size and a
hotspot is a collection of vertices for which theell response rate is unusually large.

The key element here is enumeration of a searcHalef candidate zones Z (among
which MLE-Zone must be searched). A zone is, bfstll, a collection of vertices from the
abstract graph. Secondly, those vertices shoulddmnected (Figure 3-13) because a
geographically scattered collection of vertices ldouot be a reasonable candidate for a
“hotspot”.

Even with this connectedness limitation, the numifecandidate zones is too large for a

maximum likelihood search in all but the smallefsg@phs.

Figure 3-13 Connectivity for tessellated regionke Tollection of shaded cells on the left is cotegand,
therefore, constitutes a zone. The collection errigpht is not connected.

ULS approach reduces the list of zones to searehsigk in the following way. The
response rate at vertex a ig €Y,/ Aa. These rates determine a function»aG, defined
over the cells in the tessellation (i.e the vedige the abstract graph). This function has
only finitely many values (called levels) and edeVvel g determines an upper level sgt U
defined by | = {a: G, > g}. Upper level sets do not have to be geografificannected
(Figure 3-14) but each upper level set can be dposed into the disjoint union of

connected components.
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Figure 3-14 Schematic response surface with twoorese levels, g and g'. The upper level set detemnby
g has three connected components,ZZ and 2; that determined by g' has,Zs and % as its
connected components. The diagram also illustridteshree ways in which connectivity can
change as the level drops from g to g" (i) zongarifl Z grow in size and eventually coalesce
into a single zone 4/ (ii) zone % simply grows to £, and (iii) zone £is newly emergent.

The list of candidate zones Z for the ULS scanistiat consists of all connected
components of all upper level sets. This list afididate zones is denoted By, s. The
zones inQy.s are certainly plausible as potential hotspotsesihey are portions of upper
level sets. Their number is small enough for pcattmaximum likelihood search—in fact,
the size ofQu s does not exceed the number of vertices in theradisgraph (e.g., the
number of cells in the tessellation). Finally, s becomes a tree under set inclusion, thus
facilitating computer representation. This treecédled the ULS-tree (Figure 3-15); its
nodes are the zonesZ Qu.s and are therefore collections of vertices from dbetract
graph. Leaf nodes are (typically) singleton vediet which the response rate is a local

maximum; the root node consists of all verticethmabstract graph.
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Figure 3-15 ULS connectivity tree for the schematicface displayed in Figure 3-14. The four leaflem
correspond to surface peaks. The root node refsetiem entire region. Junction nodes (A, B
and C) occur when two (or more) connected companeatlesce into a single connected
component.

Finding the connected components for an upper lsetlis essentially the issue of
determining the transitive closure of the adjaceragtion defined by the edges of the
graph. Several generic algorithms are availablhéncomputer science literature (Cormen
et al 2001, for depth first search; Knuth 1973, or Betsal. 1992, for transitive closure).

An important aspect is that in ULS approach thensstatistic methodology will be
extended to include continuous response distribati@Patilet al, 2009a; Patilet al,
2009b). Three parametric families of distributidmss been chosen: gamma distribution,
lognormal distribution, and scaled beta distribaitiorhe first two families apply to
responses that can range from zero to infinity levtiie third is for bounded responses. The
overall approach is to model the mean and relatargance in terms of the size variable.
These moments are functions of the parameters eofrélponse distribution, so that a

likelihood function can be written down and paragneestimated by maximum likelihood.

A further aspect must be underlined. The hotspoENH just that - an estimate. Removing
some cells from the MLE and replacing them withtaier other cells can generate an
estimate that is almost as plausible in the lilagih sense. We will express this uncertainty
in hotspot delineation by a confidence set of haitsones - a subset of the ULS tree
(Figure 3-16).
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Figure 3-16 A confidence set of hotspots on the 8. The different connected components correspon
different hotspot loci while the nodes within a nented component correspond to different
delineations of that hotspot - all at the apprdpr@onfidence level.

We will determine the confidence set by employirge tstandard duality between
confidence sets and hypothesis testing (Lehmar86)1i& conjunction with the likelihood
ratio test. The hotspot confidence set also letassggn a numerical rating to each cell for
inclusion in the hotspot. The rating is the peragetof zones (in the confidence set) that
includes the cell under consideration (Fig. 3-IIMe inner envelope consists of cells
receiving al00% rating while the outer envelopetaiois the cells with a nonzero rating. A
map of these ratings, with superimposed MLE, presid visual display of uncertainty in
hotspot delineation.

Ohter envelope

MLE

[nner envelope

Figure 3-17 Hotspot-membership rating (i.e. estiomtincertainty in hotspot delineation). Cells fie tinner
envelope belong to all plausible estimates (at ifpdcconfidence level); cells in the outer
envelope belong to at least one plausible estimble MLE is nested between the two
envelopes.
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3.3 Systematic Conservation Planning

In biodiversity conservation, two are the priomtyals that must be achieved:

. The representativeness, i.e. the need to includaratected areas a representative
sample of all the existing habitat and species;

. The persistence, which implies the conservationbimiogical and evolutionary
processes that ensure a long term survival of &labitd species allowing them to
withstand to threats and pressures belonging toettiernal environment or the
human system,;

In order to attain these objectives of represergatss and persistency, it is necessary to

study adequately the location, the shape and tineewbivity level of the areas to be

protected, identifying the necessary constrainsdach of them. The establishment of
conservation areas must not be the only one aimlasfning actions: in fact alternative

types of protection can be effectively utilized,drder to involve the users of that areas,
promoting sustainable management techniques outstdastitutional reserves.

Biodiversity conservation is important not onlywild and yet unspoilt areas, but also in

fragmented ones which are immersed in an anthropicix and even in urban areas.

If the location of protected areas is not apprdaphjeexamined, the chosen areas can reveal

to be not completely suitable to biodiversity cama@on, especially in presence of

clashing interests regarding the land use.

Opposite needs can clash each others and, socoabmacal and political priorities can

deeply modify the requests of conservation raisgdebologists. For this reason it is

important to compute costs and benefits derivirmgnfrconservation and exploiting in the
most possible effective way the available econohmasources.

Conservation policies must be based on scientifitowkedge and utilize suitable

methodologies: the systematic approach on thetsmleaf areas to be protected provides a

clear and flexible mechanism to identify possileaservation options.

In Ecological Network Planning Systematic ConsaoraPlanning methods stand out for

scientific attention, developed and applied fifsalbin South Africa (Cowling and Pressey,

2003) and Australia (Stewart and Possingham, 2088)also in north America (Carroll,

2005) and Canada (Warmanal.,, 2004).

The Systematic Conservation Planning methods (Mesgand Pressey, 2000) allow

identifying a set of suitable representative sitd®se protection is crucial to achieve high

percentages of biodiversity (in terms of habitagdes, etc.) at a minimum cost (not only

in the economic sense).
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Therefore, Systematic Conservation Planning oudliaestrategy that allows identifying
basic areas in order to reach the objectives obsgmtativeness and persistency, explaining
clearly the reasons of choices and utilized catdar selection. Consequently, it will be
possible to focus the protective actions on thaibrity areas mapping out an
implementational sequence useful in case it ismatediately possible to preserve all the
selected areas. This procedure permits to use affaent way the available resources in
order to obtain the maximum biodiversity protectiming a fixed budget, or to detect the
minimum cost to reach the established targets fogube actions of conservation only in
zones where the effectiveness will be higher.

Conservation Planning (Margules and Pressey, 2@@fgules and Sarkar, 2007) was used,
exploiting MARXAN software potentialities (Ball anlossingam, 2000). This software is
considered the most suitable for our planning needsn if there are others which are
equally effective and frequently utilized in intational scientific works (Sarkast al.,
2006) — i.e. ZONATION (Moilanen, 2007; Gordat al, 2009), ResNet (Sarkat al.,
2007), C-Plan (Pressey al, 2009), etc..

In its simplest form the reserve planning problesnconcerned with the site spatial
allocation for biodiversity conservation, so thattain representation and design targets are
met in the least number of available sites. (Pgd&imet al, 2000).

Easy and explicit methods in order to locate arudllee new reserves to be established
that, together with the existing ones, must reamhes minimum conservation targets are
utilized. As a consequence, the new areas thatih@upreserved are complementary to
the actual ones.

Systematic Conservation Planning can be separatedsix fundamental stages (Margules
and Pressey, 2000):

1. Compile data on the biodiversity of the planninggien
First, it requires clear choices about the featutede used as surrogates for overall
biodiversity in the planning process.
Review existing data and decide on which dataaetsufficiently consistent to serve
as surrogates for biodiversity across the plannagipn.
. If time allows, collect new data to augment or agpl some existing data sets.
Collect information on the localities of speciesnsidlered to be rare and/or

threatened in the region (these are likely to bessed or under-represented in
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2.

conservation areas selected only on the basis maf tdasses such as vegetation

types).

Identify conservation goals for the planning region

Second, it is based on explicit goals, preferabiyglated into quantitative, operational

targets.

Set quantitative conservation targets for specieggtation types or other features
(e.g., at least three occurrences of each speld@§), ha of each vegetation type, or
specific targets tailored to the conservation neeidsdividual features). Despite
inevitable subjectivity in their formulation, thealue of such goals is their
explicitness.

Set quantitative targets for minimum size, conmngtor other design criteria.

Identify qualitative targets or preferences (eas..far as possible, new conservation
areas should have minimal previous disturbance fycaming or logging).

3. Review existing conservation areas

Third, it recognizes the extent to which conseoratgoals have been met in existing

reserves.

Measure the extent to which quantitative targetsrépresentation and design have
been achieved by existing conservation areas.

Identify the imminence of threat to under-represdnteatures such as species or
vegetation types, and the threats posed to areaswii be important in securing

satisfactory design targets.

4. Select additional conservation areas

Fourth, it uses simple, explicit methods for loogtiand designing new reserves to

complement existing ones in achieving goals.

Regard established conservation areas as ‘cortstrairfocal points for the design of

an expanded system.

Identify preliminary sets of new conservation aréasconsideration as additions to
established areas. Options for doing this incluegerve selection algorithms or
decision-support software to allow stakeholdersdésign expanded systems that
achieve regional conservation goals subject to tcainss such as existing reserves,

acquisition budgets, or limits on feasible oppoitiunosts for other land uses.
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5. Implement conservation actions

Fifth, it applies explicit criteria for implemengnconservation action on the ground,

especially with respect to the scheduling of pri?éecmanagement when not all candidate

areas can be secured at once (usually).

. Decide on the most appropriate or feasible formmaihagement to be applied to
individual areas (some management approaches ailalbacks from the preferred
option).

. If one or more selected areas prove to be unexgigctiegraded or difficult to
protect, return to stage 4 and look for alternative

. Decide on the relative timing of conservation mamgnt when resources are

insufficient to implement the whole system in thers term (usually).

6. Maintain the required values of conservation areas

Sixth and finally, it adopts explicit objectives carmechanisms for maintaining the

conditions within reserves that are required taeiothe persistence of key natural features,

together with monitoring of those features and &dapnanagement as required.

. Set conservation goals at the level of individuahservation areas (for example,
maintain several habitats for one or more spe@esvhich the area is important).
Ideally, these goals will acknowledge the particMalues of the area in the context
of the whole system.

. Implement management actions and zonings in anghdreach area to achieve the
goals.

. Monitor key indicators that will reflect the sucees management actions or zonings

in achieving goals. Modify management as required.

Working in this context, hereafter are reported ¢theices made to analyze the territory
aimed to the E.N. planning of the study area.

At first, the conservation featuresvorking as “surrogates” to represent and estintiage
biodiversity of the area, must be identified: imsthrticle the C.B. habitat typologies have
been chosen as conservation features.

The use of higher ecological levels, like biocoena@s habitat, allows the more effective
representation of the whole biological and ecosygtefunctions present in the area,
providing a better surrogate of biodiversity thatadof species distribution. Adequate data

can be easier available and uniform all over thelystarea. In effect the use of a single
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specie as indicator, even if represents a diredsome of biodiversity, doesn’'t provide
information on the quality of ecological existingppesses. The use of a single specie also
arises the question of its effective representaggs in showing the real presence of other
connected species or of environments suitable fsr persistency as well as the
completeness and reliability of the available datacerning its spatial distribution.
Secondly, being Systematic Conservation Plannitgrget driven process (Margules and
Pressey, 2000), the conservation goegety were definedh priori. These targets are the
minimum surface with which each C.B. type shoulddmresented in the E.N..

The area investigateglanning region was divided into discrete areas, call@ddnning
units it was decided to operate on a grid of hexagoaglilar cells (in order to maximize
possible edges among units) (Hobsdral, 2002, Noss, 2003; Ooset al, 2004; Pagnultti
et al.,2005) of fixed dimension (0.28 ha), habitat reprgation scale permitting (1:25000
corresponding to a minimum habitat dimension oftta), giving a total amount of 61459
cells.

In Systematic Conservation Planning each plannimg aan be included in the selection
sites to be protected in order to reach the coaserv target fixed in advance or be
excluded if not providing a significant contributito reach the target. The basic principle
of planning unit inclusion is the complementariynew unit can be added if and only if it
improves the biodiversity level of the previouslglected unit system, favoring the
achievement of the settled conservation target. MAR software allows to evaluate the
contribution of each planning unit to the entirsteyn. The contribution must be intended
as probability that the unit is necessary and/osemal to achieve the target
(irreplaceability) (Presset al.,1994; Ferrieet al, 2000).

The irreplaceability/conservation value concepwidely utilized in scientific literature not
only in terrestrial applications of systematic camation planning (Carwardinet al,
2007), but also in fresh water (Linlet al., 2008) and in marine context (Leskt al,
2003).

The lowest number of cellgpdrtfolio) represents the part that can be added to thd fixe
elements of the E.N., i.e. the zones essential tf@ir ecological-environmental
significance.

Analytically, the problem of minimizing the amouat complementary areas results in
defining anobjective functiorpresent in every systematic planning algorithm.

When, as in our case study, there are many plananiig 6 = 61) and conservation

featuresih = 44), the problem solution is complex and itée@ssary to have recourse to an
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algorithm. The most modern and efficient among thadopted in the present research, is
included in MARXAN (Ball and Possingham, 2000)miakes use of an algorithm based on
the following simulation gimulating annealingin order to optimize the problem solution

(Kirkpatrick et al.,1983).

The objective function used in MARXAN is designexdtlat the lower the value, the better
the reserve (function minimization). It takes tbédwing form:

> Cost+BLM > Boundary+ » CFPFx Penalty+ CostTresholdPenalty(t) (37)

sites sites cons.feat.
where:
Costis some measure of the cost, area, or opporteonsy of the reserve system. It is the
sum of the cost measure of each of the n planmmitg within the reserve system. The cost
must be interpreted as an ecological cost and atedufor each planning unit, according to
the following formula:

1

L (38)

Cost =
EV, ES

where: EV is the Overall Ecological Value and ESthe Overall Ecological Sensitivity of
the planning unii. In our case study, each planning unit is compdsediifferent C.B.
habitat types overlapping its areas: consequerath elanning unit is assigned the area
weighted mean value of Ecological Value and Ecdalgbensitivity of all the C.B. habitat
types present in it.

Boundaryis the length of the border surrounding the reseaystem. Théoundary length
modifier (BLM) is a parameter that directs the model testdus of planning units together
rather than selecting several disconnected plarummitg. If a value equivalent to O is given
to BLM, then the boundary length is not includedhia objective function.

The method by Stewart and Possingham (2005) wastosgetermine an efficient BLM: it
proposes a choice on the basis of the trade-off/sisaand of the perimeter length of every
single E.N. planned starting from a certain BLMual

Penaltyterm is a penalty associated with each underrepted conservation feature. It is
expressed in terms of cost and boundary length,ismdughly the cost and additional
modified boundary needed to adequately reserve rseceation feature which is not
adequately represented in the current systemntlieeconservation target is not reached).
Cost threshold penaltis a penalty applied to the objective functiorthié target cost is
exceeded. It is a function of the cost and posditdyboundary of the system, and in some

algorithms will change as the algorithm progregsest in the (37) formula).
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4  Results and Discussion

This section is organized in 3 parts.

The first two (paragraph 4.1 and 4.2) investigételys areas on habitat level, proposing and
testing quantitative methods to individuates hahit@st worthy to be protected and to
manage for their conservation. The third part (geaph 4.3) focuses the attention on
administrative partition of the territory, beingethcorrect level at which funds for
environmental policies are distributed for the pobdibn and conservation policies. In this
third part the aim is to suggest useful guidelittesnvironmental stakeholders and, on the

other side, to rank administrative units accordmgn environmental funding preference.

4.1 Natural Habitat Level Analysis: Individuation of Ha bitat of Ecological Attention

Basically, attention of ecological scientists ish@bitat. Preserving in a correct way natural
habitats is the fundamental step for biodiversiyservation. Ecological parameters like
Ecological Value and Ecological Sensitivity plagteategic role in habitat analysis but it is
necessary to take into account that they are nmiidsional. Results of experimenting
different quantitative methodologies to identifyolagically critical habitats and to rank

habitats are presented.

4.1.1 Redundancy degree of the proposed ecological indicas

By using the indicators of Tables 2-1 and 2-2, Bagd. (18) and (19), we obtained a vector
of nine measurements for both ecological value esalogical sensitivity for each one of
the 2189 habitats in the Study area “A” (Baganzé#deya and for each one of the 21010
C.B. habitats in the study area “B” (Oltrepo Pavaseé the Ligurian-Emilian Apennine).
The presence of possible high degree of redundaacreng the indicators of Ecological
Value and of Ecological Sensitivity was assessdijesting correlation matrices of the
same indicators to a Principal Component Analysis.

For study area “B” the results of the Principal Qament Analysis carried out on the two

correlation matrixes (Tables 4-1 and 4-2) are givehable 4-3 and Table 4-4.
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Indicator 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
1.1 Size 1 0.012 0.177 0 -0.009 0.032 0.003 -0.0@7011
1.2 Vertebrates richness 0.012 1 -0.022 0.004 40.011542 0.012 0.1007 0.024
1.3 Soil roughness 0.1771 -0.022 1 -0.025 0.078 29.0-0.035 0.071 -0.009
1.4 Rarity 0 0.004 -0.025 1 -0.007 0.063 0.15 -0.0681347
1.5 Vertebrates rarity -0.009 -0.014 0.078 -0.007 1-0.259 -0.047 -0.051 -0.082
1.6 Suitability for vertebrates at risk 0.032 0,2540.029 0.063 -0.259 1 0.081 0.1625 0.0951
1.7 Involvement in Protected Areas 0.003 0.012 3®.0 0.15 -0.047 0.081 1 -0.071 0.2993
1.8 NDVI -0.007 0.1007 0.071 -0.068 -0.051 0.1626.071 1 -0.024

1.9 Involvement in Conservation Areas 0.011 0.029.069 0.1347 -0.082 0.095D.2993 -0.024 1

Table 4-1 Correlation matrix between the indicatfrEcological Value.

Indicator 2.1 2.2 2.3 24 25 2.6 2.7 2.8 2.9
2.1 Fractal Coefficient of perimeter 1 -0.638 -0.0020.016 0.000 0.019 -0.022 0.006 -0.003
2.2 Circularity Ratio of area -0.638 1 -0.027 -0.006.004 -0.043 0.001 -0.06 0.043
2.3 Average slope -0.003 -0.027 1 0.1083 0.017 72€.0-0.111 0.051 0.007
2.4 Species of vertebrates at risk ({IUCN)  -0.016 008. 0.1083 1 0.047 -0.02 -0.007 0.013 0.014
2.5 Species of vegetation at risk (IUCN) 0 0.004 1@.0 0.047 1 -0.002 0.013 -0.002 0.056
2.6 Landslide index 0.019 -0.043 -0.072 -0.02 -R.00 1 -0.269 0.003 -0.038
2.7 FPI -0.022 0.02 -0.111 -0.007 0.013 -0.269 1 .01® 0.009
2.8 Orientation compared to the main 0.006 -0.06 0.051 0.013 -0.002 0.003 -0.018 1 ®.01

wind direction

2.9 Nearest Neighbour Index -0.03 0.043 0.007 0.012t056 -0.038 0.009 -0.016 1

Table 4-2 Correlation matrix between the indicatifrEcological Sensitivity.

Component Eingenvalue % of Variance Cumulative % of Variance

1 1.658 18.425 18.425
2 1.436 15.956 34.381
3 1.258 13.973 48.354
4 1.000 11.110 59.464
5 0.897 9.967 69.431
6 0.860 9.551 78.982
7 0.709 7.880 86.863
8 0.621 6.901 93.764
9 0.561 6.236 100.000

Table 4-3 Results of the Principal Component Arialgarried out on the correlation matrix of Tabi&.4
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Component Eigenvalue % of Variance Cumulative % of Variance

1 1.655 18.391 18.391
2 1.269 14.096 32.486
3 1.204 13.374 45.860
4 1.048 11.640 57.500
5 0.982 10.915 68.416
6 0.948 10.537 78.952
7 0.865 9.608 88.560
8 0.672 7.466 96.026
9 0.358 3.974 100.000

Table 4-4 Results of the Principal Component Anialgarried out on the correlation matrix of Tabi2.4

In both cases it is necessary to take into accatirieast six eigenvalues to explain a
reasonable percentage (over 75%) of the total bifitia Indeed, a careful observation of
the matrixes of Tables 4-1 and 4-2 reveals thattgree of interdependence (correlation)

among these indicators is, on average, very lowl€g4-3 and 4-4).

For study area “A” the results of the Principal Gmment Analysis carried out on the two
correlation matrixes (Tables 4-5 and 4-6) are giwehable 4-7 and Table 4-8.

Indicator 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8
1.1 Vertebrates concentration 1 -0.381 -0.141 -0.056 12D. -0.006 0.169 0.101
1.2 Soil Roughness -0.381 1 0.146 -0.028 0.011 0.070 .0990 -0.110
1.3 Rarity -0.141 0.146 1 0.017 0.057 -0.075 -0.427 6R.0
1.4 Vertebrates rarity -0.056  -0.028 0.017 1 -0.389 3R.0 -0.140 0.096
1.5 Suitability for Vertebrates at risk 0.121 0.011 5¥0 -0.389 1 -0.122 0.300 0.028
1.6 Involvement in Protected Areas (%) -0.006 0.070 0%B. 0.032 -0.122 1 -0.066  0.433
1.7 NDVI 0.169 -0.099 -0.427 -0.140 0.300 -0.066 1 Q.10
1.8 Involvement in Conservation Areas (%) 0.101 -0.1100.062 0.096 0.028 0.433 0.102 1

Table 4-5 Correlation matrix between the indicatifrEcological Value.
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Indicator 21 2.2 2.3 24 25 2.6 2.7 2.8
2.1 Convolution 1 -0.590 0.268 -0.003 0.027 0.008 -0.0060.005
2.2 Compactness -0.590 1 0.323 0.027 0.044 0.113 0.005 -0.005
2.3 Vertebrates at risk (IUCN) concentration 0.268 0.3231 -0.002 0.067 0.094 -0.0250.034
2.4 Slope -0.003 0.027 -0.002 1 0.183 0.095 0.046 -0.033
2.5 Landslide Index 0.027 0.044 0.067 0.183 1 0.079 80.0-0.027
2.6 FPI 0.008 0.113 0.094 0.095 0.079 1 0.065 -0.120

2.7 Orientation compared to the main wind directie@.006 0.005 -0.025 0.046 0.087 0.065 1 -0.036
2.8 Nearest Neighbor Index 0.005 -0.008.034 -0.033-0.027 -0.120 -0.036 1

Table 4-6 Correlation matrix between the indicatifrEcological Sensitivity.

Component EV Eigenvalue % of variance Cumulative % of variance

1 1.8248 22.810 22.810
2 1.559 19.491 42.302
3 1.268 15.851 58.153
4 1.098 13.730 71.884
5 0.753 9.410 81.294
6 0.616 7.704 88.998
7 0.456 5.699 94.697
8 0.424 5.303 100.000

Table 4-7 Results of the Principal Component Arialgarried out on the correlation matrix of Tabié.4

Component ESEigenvalue % of variance Cumulative % of variance

1 1.615 20.185 20.185
2 1.359 16.990 37.175
3 1.200 15.004 52.179
4 1.036 12.955 65.134
5 0.958 11.976 77.110
6 0.849 10.617 87.727
7 0.791 9.8840 97.611
8 0.191 2.3889 100.000

Table 4-8 Results of the Principal Component Arialgarried out on the correlation matrix of Tabié.4

It is to be noted that in both cases 5-6 componardsnecessary to explain a portion of
dispersion greater than 75% of the total. This Itesuggests that redundancy among

indicators is on the average low. This conclusgalso confirmed by the very low value of
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the mean value of correlations between the indisat®.015 for the Ecological Value, and
0.026 for the Ecological Sensitivity).

4.1.2 Habitat ranking: Ideal Vector Vs Salience

In both study areas, ranking of habitats accordmgecological Value and Ecological
Sensitivity has been performed using the Ideal debtethod (see paragraph 3.1.1). The
Salience methodology (see paragraph 3.1.3) hasdmgdied in study area “B” in order to
compare the obtained results between ranking mstiioat aggregates indicators in an
overall index (Ideal Vector distance) and methotiat tleaves indicators separated
(Salience).

To derive more legible and useful maps of the di/&eological Value and the overall
Ecological Sensitivity, the numerous distances fribv Ideal Vector have been divided
into five groups comprising the same number of @abitats (quintiles).

The first quintile of habitats, closer to the ideadctor situation, has been marked as
(habitats of) “Elevated Value”, while the secondl d@ine third as (habitats of) “High Value”
and “Median Value”, respectively. Finally, the nari®#odest Value” and “Low Value”
have been assigned to the fourth and the fifthggaif habitats.

For what concerns Ecological Sensitivity, the lal@w Sensitivity” has been assigned to
the first group of habitats that is the closerhe tdeal situation of the smallest Ecological
Sensitivity. The labels “Modest Sensitivity”, “Meh Sensitivity”, “High Sensitivity”, and
“Elevated Sensitivity” have been assigned progvedgito the second, third, fourth and
fifth groups of habitats. Thus, maps of the ovelalblogical Value and overall Ecological
Sensitivity classified into five categories wergabed both for Study area “A” (Figures
4-1a and 4-1b) and for study area “B”. (Figuresadad 4-2b).
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Ecological Value
Il Elevated Value
I High Value
[ Median Value
Modest Value
Low Value

Ecological Sensifivity
Low Sensitivity
Modest Sensitivity

I Median Sensitivity

Il High Sensitivity

Il Elevated Sensitivity

Figure 4-1a and 4-1b Distribution of Ecological Waland Ecological Sensitivity of Study Area “A”
according to Ideal Vector Method.

Ecological Value
Il Elevated Value
I High Value
[0 Median Value
Modest Value
Low Value

Ecological Sensitivity
Low Sensitivity

I Modest Sensitivity

Bl Median Sensitivity

Il High Sensitivity

Il Elevated Sensitivity

Figure 4-2a and 4-2b Distribution of Ecological Maland Ecological Sensitivity of Study Area “B”
according to Ideal Vector Method.
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The contribution of each indicator to the obsergeatlient of Ecological Value (as well as
of that of Ecological Sensitivity) can be clarifidsy the technique of the Multiple
Discriminant Analysis carried out on the five greudhis analysis has been performed
both for the two study areas.

The results obtained for study area “B” regardinvgrall Ecological Value are given in
Tables 4-9 and 4-10. The analysis shows that teediscriminant function explains over
91% of the total dispersion (Table 4-9).

Functions Eigenvalues % of Variance Cumulative % of Variance Canonical Correlation

1 5.467 91.3 91.3 0.919
2 0.425 7.1 98.4 0.546
3 0.081 13 99.8 0.273
4 0.012 0.2 100.0 0.110

Table 4-9 Results of the Multiple Discriminant Aysik carried out on the 5 groups (quintiles) of ralle
Ecological Value.

_ Function
Indicator
1 2 3 4
1.1 Size 0.028 -0.041 -0.131 0.064
1.2 Vertebrates richness 0.089 0.129 -0.044 -0.055
1.3 Soil roughness 0.398 0.066 0.588 -0.469
1.4 Rarity 1.185 -0.289 0.008 -0.121
1.5 Vertebrates rarity 0.873 0.097 0.395 -0.131

1.6 Suitability for vertebrates at risk 0.495 0.273 0.598 0.769
1.7 Involvement in Protected Areas 0.117 0.022 -0.089 0.009
1.8 NDVI 0.835 0.692 -0.455 -0.207
1.9 Involvement in Conservation Area 0.802 -0.374 -0.305 0.149

Table 4-10 Standardized coefficients of the Disarant Function (see Table 4-9).

The results obtained suggest that the indicatoEcofogical Value which mostly influence

the gradient of overall value among the five groagesin order of importance (Table 4-10):
the degree of habitat rarity (1.4), the number akrvertebrates (1.5), the NDVI values
(1.8), and the degree of belonging to the Consenaiones (1.9). Their importance in

ecological sensitivity gradient is confirmed lookimt the mean values of their values
among the quintiles.

Regarding the gradient of Ecological Sensitivityasmy the five groups (quintiles), it is

interesting to notice that the first discriminanb€tion (Table 4-11) explains almost 99% of

the total variation. Table 4-12 reveals that thare five main indicators affecting the
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gradient of ecological sensitivity of the C.B. habs among the groups (quintiles), i.e.
number of vertebrates at risk of extinction preserihe habitat (2.4), habitat orientation to
the prevalent winds (2.8), fire risk (2.7), landslirisk (2.6) and degree of habitat
compactness (2.2).Their importance in Ecologicals8eity gradient is confirmed looking

at the mean values of their values among the desnti

Functions Eigenvalues % of Variance Cumulative % of Variance Canonical Correlation

1 5.596 98.9 98.9 0.921
2 0.057 1.0 99.9 0.232
3 0.003 0.0 100.0 0.051
4 0.000 0.0 100.0 0.021

Table 4-11 Results of the Multiple Discriminant Aysis carried out on the 5 groups (quintiles) otall
Ecological Sensitivity.

Indicator Function
1 2 3 4
2.1 Fractal Coefficient of perimeter 0.171 0.237 0.399 0.353
2.2 Circularity Ratio of area -0.726 -0.092 0.416 0.710
2.3 Average slope 0.319 0.045 0.122 0.164
2.4 Species of vertebrates at risk (IUCN) 1.256 -0.592 0.113 0.070
2.5 Species of vegetation at risk (IUCN) 0.138 0.342 0.787 0.106
2.6 Landslide index 0.880 0.032 0.195 -0.266
2.7 FPI 0.946 0.270 0.130 -0.464
2.8 Orientation compared to the main wind directic 1.113 0.421 -0.324 0.489
2.9 Nearest Neighbour Index 0.078 0.086 0.022 -0.236

Table 4-12 Standardized coefficients of the Disaramt Function (see Table 4-11).

Summarizing, the C.B. habitats with elevated ovétablogical Value are the ones that: (1)
are very rare within the study area; (2) host gdanumber of rare vertebrates; (3) are
characterized by large green zones revealed by K@Q¥I values and (4) belong to the
Conservation Zones.

The C.B. habitats with elevated overall Ecologi€ainsitivity are the ones that: (1) are
characterized by a high number of vertebratessktai extinction; (2) are more open to the
negative influence of the prevalent winds; (3) m@e open to fire risk; (4) are more open

to landslide risk and (5) have a low degree of cachpess.
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Similarly, the results obtained for study area “w&garding overall Ecological Value are
illustrated in Tables 4-13 and 4-14. Also in thase, the analysis shows that the first

discriminant function explains over 88% of the taliapersion (Table 4-13).

Functions Eigenvalues % of Variance Cumulative % of Variance Canonical Correlation

1 6.205 88.3 88.3 0.928
2 0.755 10.7 99.1 0.656
3 0.051 0.7 99.8 0.220
4 0.014 0.2 100.0 0.117

Table 4-13 Results of the Multiple Discriminant Aysis carried out on the 5 groups (quintiles) ol
Ecological Value.

Indicator Function
1 2 3 4
1.1 Vertebrates concentration 0.574 0.858 0.229 -0.600
1.2 Soil Roughness 0.644 0.578 0.319 -0.404
1.3 Rarity -0.457 0.251 0.463 0.355
1.4 Vertebrates rarity 0.389 -0.020 -0.021 -0.130
1.5 Suitability for Vertebrates at risk 0.537 -0.145 0.542 0.265
1.6 Involvement in Protected Areas (%) 0.760 0.370 -0.237 0.310
1.7 NDVI 1.080 -0.242 0.058 0.085

1.8 Involvement in Conservation Areas (% 0.046 0.466 -0.157 0.405

Table 4-14 Standardized coefficients of the Disaramt Function (see Table 4-13).

The results obtained suggest that the indicatoEcofogical Value which mostly influence
the gradient of overall value among the five groapesin order of importance (Table 4-14):
the NDVI values (1.7), the percentage of inclusionprotected areas (1.6), the soil
roughness (1.2) and the concentration of vertebi@td).

Their importance in Ecological Value gradient isiitoned looking at the mean values of
their values among the quintiles.

Regarding the gradient of Ecological Sensitivityaag the five groups (quintiles), it is
interesting to notice that the first discriminaonétion (Table 4-15) explains more than

99% of the total variation.
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Functions Eigenvalues % of Variance Cumulative % of Variance Canonical Correlation

1 5.565 99.1 99.1 0.921
2 0.040 0.7 99.8 0.197
3 0.007 0.1 100.0 0.085
4 0.002 0.0 100.0 0.043

Table 4-15 Results of the Multiple Discriminant Aysis carried out on the 5 groups (quintiles) ol
Ecological Sensitivity.

Indicator Function
1 2 3 4
2.1 Convolution 0.470 0.139 -0.088 0.761
2.2 Compactness -0.806 -0.036 0.432 0.643
2.3 Vertebrates at risk (IUCN) concentration 0.310 0.065 0.036 -0.282
2.4 Slope 0.215 0.264 0.776 -0.057
2.5 Landslide Index 0.653 -0.265 -0.285 0.128
2.6 FPI 1.195 -0.552 0.125 -0.317
2.7 Orientation compared to the main wind directic 1.160 0.502 0.067 0.099
2.8 Nearest Neighbor Index 0.194 0.322 -0.126 -0.769

Table 4-16 Standardized coefficients of the Disaramt Function (see Table 4-15).

Table 4-16 reveals that there are four main indisaaffecting the gradient of Ecological
Sensitivity of the C.B. habitats among the grougagir(tiles), i.e. fire risk (2.6), habitat
orientation to the prevalent winds (2.7), degredabitat compactness (2.2) and landslide
risk (2.5).

Their importance in Ecological Sensitivity gradigatonfirmed looking at the mean values
of their values among the quintiles.

Summarizing, the C.B. habitats with elevated oVé&tablogical Value are the ones that: (1)
are characterized by large green zones revealduighyNDVI values; (2) shown an actual
greater inclusion in Protected Areas; (3) are attarzed by great ecological variations
(which potentially positively affect faunal and fistic richness) due to terrain
morphological complexity and (4) host a large nundfevertebrates;

The C.B. habitats with elevated overall Ecologi8ansitivity are the ones that: (1) are
more open to fire risk; (2) are more open to thgatige influence of the prevalent winds;
(3) have a low degree of compactness and (4) are apen to landslide risk;

This similar condition that affect the results bdth the two study areas are reasonable
considering that Baganza Valley is geographicatiyerted in the south-east part of the

Oltrepo-Pavese and Ligurian-Emilian Apennine.
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For what concerns the Salience method, we invdstidjgectly, both for Ecological Value
and Ecological Sensitivity, the structure of indara, maintaining them separated, in order
to organize and rank the habitats with differenteleof agreement in superiority and
different level of consensus in inferiority.

In fact, there are two different ways that we catam such levels, one is by finding non-
domination (inferiority) levels and the other byding non-subordination (superiority)
levels. Habitat A is dominated by habitat B if HabB is better or equal to habitat A for all
the indicators, and habitat B is strictly bettesrthA for at least one indicator. Intuitively,
habitat A is non-dominated by habitat B, if A isttee than B in at least one indicator. In
the non-domination scheme, the habitats in the fegel are the habitats that are not
dominated by any other habitat. Similarly, habitatsLevel k are those which are
dominated by at least one element in Level (k-Uj,rot dominated by any element not in
levels less than k.

Subordination works in the same manner, here wk foowhich habitats are worse than
other habitats, as habitat A is subordinated bytagB if habitat B is worse than or equal
to A for all indicators. The levels for non-subardiion can be computed similarly.

By using the subordination program developed by fgly@e can determine superiority and
inferiority levels for all the habitats. We do thasice for the 9 indicators of Ecological
value and once for the 9 indicators of Ecologicahs$tivity referring to study area “B”
which has a greater number of natural habitatetodmpared.

Scatter plot of habitats has been produced withsulrordination levels on the y-axis and
non domination levels on the x-axis once for thadicators of Ecological value and once

for the 9 indicators of Ecological Sensitivity (bBirgs 4-3a and 4-3b).
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Figure 4-3a and 4-3b Scatter plot of C.B. habitatsking using subordination for Ecological Valuedan
Ecological Sensitivity

In these scatter plots, the upper left hand cocoetains respectively the habitats having
elevated Ecological Value and elevated Ecologiems8ivity. On the other side, the lower
right corner contains respectively habitats havow ecological value and low Ecological
Sensitivity.

In fact, going down to the scatter plot decreagedbnsensus in superiority of the habitat
(i.e. habitat that are non subordinated to thersjhand moving on the right part of the
scatter plot increase the consensus in inferidiig. habitat that are dominated by the
others).

It will be useful to show, also using this methodore legible and useful maps of the
overall ecological Value and the overall Ecologisahsitivity, dividing into quintiles the
C.B. habitat. Contrary to Ideal Vector results. (maltidimensional distances), the Salience
method produce directly a ranking avoiding the ephaf distance among the elements
(i.e. habitats). This aspect generates trouble.

The message of the scatter plot (Figures 4-3a &ig) 4 clear only in the corners. Outside
of these two regions, the message given by Salieretbod begins to be less clear and it is
not so simple to understand the ecological sitnatibhabitats. In effect this method (as
like many partial ordering methods) generates nitéas; The ties problem is due to the
restrictive request of the procedure in derivingels of superiority and inferiority and
perhaps this tendency is emphasized by the incrgasimber of used indicators.

To understand the spatial distribution of EcologMalue and Ecological Sensitivity using
Salience method two maps has been produced ewenaifig the 5 groups habitats are not

equally distributed (Figures 4-4a and 4-4b).
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Ecological Value
Il Elevated Value
I High Value
0 Median Value
Modest Value
Low Value

Ecological Sensitivity
Il Elevated Sensitivity
Il High Sensitivity
Bl Median Sensitivity
Modest Sensitivity
Low Sensitivity

Figure 4-4a and 4-4b Distribution of Ecological Maland Ecological Sensitivity according to Salience
Method

Being not possible to derive quintiles using Salemmethod, we cannot compute the
Multiple Discriminant Analysis in the same way ashbeen performed using ldeal Vector
method.

To understand how differently the original indiagagt@f Ecological Value and Ecological

Sensitivity contributed in determining ranking oflitats has been carried out a
Discriminant Analysis using only two groups for bahethods: Group 1 contains habitat
with elevated Ecological Value (or Ecological Sémgy) while Group 2 is composed by

all the rest of habitats of the study area. Forlldéector method habitat with elevated
Ecological Value (or Sensitivity) means habitatshe corresponding quintile previously
mapped. For Salience method, these habitats beionthe upper left corner of the

scatterplots.

Being compared only two groups of habitats, thererily one discriminant function that

explains the total dispersion (100%).

Results obtained, for Ideal Vector and Saliencehoud regarding overall ecological value

and overall ecological sensitivity, are illustratadrables 4-17 and 4-18.
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) . Discriminant Function
Indicator of Ecological Value

Ideal Vector Salience

1.1 Size 0.055 -0.010
1.2 Vertebrates richness 0.007 0.442
1.3 Soil roughness 0.162 0.528
1.4 Rarity 0.953 -0.053
1.5 Vertebrates rarity 0.504 0.003
1.6 Suitability for vertebrates at risk 0.163 0.498
1.7 Involvement in Protected Areas 0.081 0.005
1.8 NDVI 0.378 0.571
1.9 Involvement in Conservation Area 0.750 -0.048

Table 4-17 Comparison of standardized coefficiemitsthe Discriminant Function of Ecological Value
obtained (see text)

. : . Discriminant Function
Indicator of Ecological Sensitivity

Ideal Vector Salience

2.1 Fractal Coefficient of perimeter 0.172 0.294
2.2 Circularity Ratio of area -0.388 -0.491
2.3 Average slope 0.180 0.435
2.4 Species of vertebrates at risk (IUCN) 0.563 0.193
2.5 Species of vegetation at risk (IUCN) 0.195 0.045
2.6 Landslide index 0.467 0.303
2.7 FPI 0.560 0.304
2.8 Orientation compared to the main wind directic 0.706 0.702
2.9 Nearest Neighbour Index 0.063 0.151

Table 4-18 Comparison of standardized coefficiaitthe Discriminant Function of Ecological Sensttv
obtained (see text).

The results correlated to Ideal Vector method dgdbnconfirm the importance of the
same indicators of Ecological Value already seehahble 4-10. In effect the C.B. habitats
with elevated overall Ecological Value are the otiegt (1) are very rare within the study
area; (2) host a large number of rare vertebréBsare characterized by large green zones
revealed by high NDVI values and (4) belong to@umservation Zones.

Also the results associated to the Ideal Vectorhogktregarding Ecological Sensitivity
mainly confirm the same indicators of Table 4-I#tided the C.B. habitats with elevated
overall Ecological Sensitivity are the ones tha): 4re characterized by a high number of
vertebrates at risk of extinction; (2) are morerofmethe negative influence of the prevalent
winds; (3) are more open to fire risk; (4) are mopen to landslide risk; and (5) have a low

degree of compactness.
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Discriminant Analysis correlated to Salience methradking shows results somewhat
different from the Ideal Vector ones. The analysdividuates a different set of indicators
that affect the determination of elevated ecoldgparformance of habitats regarding
ecological Value. These results don’t confirm thedl Vector ones but, working the two
methods in a different way, the obtained rankingd particularly the selection of habitat
having elevated performance can be reasonablyeimfied in a different manner by
ecological indicators. Using Salience method okiag, the C.B. habitats with elevated
overall Ecological Value are the ones that (1) eharacterized by large green zones
revealed by high NDVI values; (2) are characteribgdyreat ecological variations (which
potentially positively affect faunal and floristitcchness) due to terrain morphological
complexity; (3) are very suitable for vertebratésisk of extinction and (4) host a large
number of vertebrates.

The Discriminant Analysis for Salience method afkiag regarding Ecological Sensitivity
mainly confirms the results obtained using Ideattde individuating basically the same
group of indicators affecting the determinationh@fh ecological performance of habitats
(only indicator 2.4 is replaced by indicator 2.Ijdeed, the C.B. habitats with elevated
overall ecological sensitivity are the ones tha): gre more open to the negative influence
of the prevalent winds; (2) have a low degree ohgactness (3) are more open to fire risk;
(4) are more open to landslide risk; and (5) araratterized by more convoluted
boundaries.

Ecological Value and Ecological Sensitivity are twain ecological parameters of habitats.
Each of them alone is not sufficient to define ctetgly the ecological situation of a
habitat in order to define an effective biodiversibnservation plan.

In this perspective we define as Highspots of Egickl Attention (HSEA) the small
fraction of C.B. habitats characterized, at the eséime, by the greatest overall Ecological
Value and the greatest overall Ecological Sengytivi

The C.B. habitat defined as HSEA needs ecologittahion and should be protected. In
fact, having a habitat elevated ecological valuemsethat it is ecologically relevant, but
only if it is characterized at the same time byated sensitivity it is potentially at risk;
otherwise stakeholders should not focus their titteron it.

A threshold of 20% of C.B. habitats with the grsateverall Ecological Value and 20% of
C.B. habitats with the greatest overall EcologiSehsitivity was considered in order to
identify the HSEAs in both the study area. It isb® noted that in this application of the

methodology we preferred not to be “conservativiestead of using 15% of the C.B.

110



Results and Discussion

habitats with the elevated overall Ecological Valoeelevated Ecological Sensitivity), we
used 20% because often happens to have habitat siviidar ecological value and
sensitivity and we want to prevent the exclusiosamne of them in this research. Clearly,
for the reasons explained before in this chaptes, threshold can be precisely extracted
only with the Ideal Vector methods, while usingi&ate method, the presence of many ties
avoid the precise extraction of this fixed percgetaf habitat. The choice of 20% as
cutting threshold helps in Salience method to aubiel exclusion of possible ties with
elevated ecological characteristics.

The histograms below show all the distances froenidieal VVector for ecological value and
sensitivity in study area “A” (Figures 4-5a and d}and “B” (Figures 4-6a and 4-6b). The

distances are reduced in the close interval 0-1.

0] Overall Ecological Value 200 Overall Ecological Sensitivity

Mesn =0.541 e
Mean =0.857 Slandard devation = 0,145
300 Standard deviation = 0,124 N=2185

=21

00

Frequency
Freguency

T o T S f
a8 1,0 oo 0z 04 o0& BE gl

Euclidean distance Euclidean distance
Figure 4-5a and 4-5b: Histograms of frequencieSORINE Biotopes habitats referred to their distainoen
the Ideal Vector in study area “A”.
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In study area “A” the threshold values are 0.60d4 8r659, respectively for the overall

Ecological Value and the overall Ecological Semgii There are 130 HSEA, which is

5.9%, as expected.

The study area covered by HSEAs is 7162.08 ha58&2% of the total area. The spatial
distribution of the HSEAs in the study area is showFigure 4-7.

"~ Il Van-Made Habitats
Natural CB Habitats
not selected (normal) habitats
Il Highspots of Ecological Attention (HSEA)

Figure 4-7 Spatial distribution of the HSEAs indivated using Ideal Vector Method in the study df¢a
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Similarly, in study area “B” the threshold valueg &.636 and 0,641, respectively for the
overall Ecological Value and the overall Ecologi&dnsitivity. There are 892 HSEAS,
which is 4.25%, as expected.

The study area covered by HSEAs is 63847 ha, 2&620 of the total area. The spatial
distribution of the HSEAs in the study area is showFigure 4-8.

Il Man-Nade Habitats

Natural CB Habitats
notselected (normal) habitats
[ Highspots of Ecological Attention (HSEA)

Figure 4-8 Spatial distribution of the HSEAs indivated using Ideal Vector Method in the study dBfa

In study area “B” using Salience method we compygroximately 20% of the habitats in
this way: we start with the highest level of supety and starting with the lowest level of
inferiority (moving from left to right), we accepll habitats with that level of superiority,

then the same with the next level of superioritye ¥ntinue accepting habitats until we

have reached the 20% of them.

In practice, for Ecological Value, the cut-off lévehosen for superiority is 22. For all
levels of superiority greater than 22, we acceptieose habitats. For habitats with
superiority level 22, we accepted all habitats viitieriority level smaller than or equal to
13. Similarly for ES, we accepted all habitats thate superiority level greater than 7, and
for habitats with superiority level 7, we acceptebitats with inferiority level smaller or

equal to 2. To find the HSEA, we chose the habitiaé$ were accepted for both EV and

113



Results and Discussion

ES. We find the habitats which have been acceptelddth sets of indicators. We call these
habitats as HSEA for the Salience method.

There are 1228, which is 5.84%, as expected. Tuay sirea covered by HSEA is 81829
ha, i.e. 28.92% of the total area. The spatiakibistion of the HSEA in the study area is

shown in Figure 4-9.

Il Man-Made Habitats

Natural CB Habitats
notselected (normal) habitats
I Highspots of Ecological Attention (HSEA)

Figure 4-9 Spatial distribution of the HSEAs indivated using Salience Method in the study area “B”.

In order to compare the results in these two methadyraphical display of the highspots
(of Ecological Attention, i.e. HSEAS) using both tineds is shown. The Salience method
results in more highspots than the Ideal Vectorhwet In addition, HSEAs from Salience
and from the Ideal Vector method agree only pdytial their results, being HSEA in both
methods only 214 habitats.

These results suggest that there is a large diiterén the choice of highspots selected
between the two methods. This may be due to thierdift approaches taken by the
methods, with the Ideal Vector method using aggregan an index and the subordination

method leaving indicators separated (Figure 4-10).
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Il lan-Made Habitats

Natural CB Habitats
not selected habitats
Il HSEAs (Ideal Vector Method)
HSEAs (Salience Method)
I HSEAs in both methods

Figure 4-10 Spatial distribution of highspots (HSg A study area “B” using both ranking methods.

4.2 Planning and analysing a habitat Network with someptimal ecological

characteristics

Until now we concentrated on methodologies usefulrank environmental units (i.e.
habitats). The goal has been to identify which ticec of habitats is most worthy to be
protected (the so called HSEA).

The next step is to use this acquired capabilitgdioieve a further and more complex goal
that is to provide a methodology to plan a Netwofrkabitats which satisfy some optimal
ecological characteristics. In other words, stgrtirom the discovery of the geographical
location of HSEA, it is necessary and useful taglesn interconnected system of habitats
which satisfy simultaneously many other environmakentanagement criteria with the aim
to preserve in an efficient and effective way thalversity of a given region.

In E.N. planning some essential aspects that cteize the environmental mosaic
structure of the Valley (compactness degree, fragaten degree, isolation degree of each
natural and seminatural habitat type) has beemtaidte due account, in quantitative terms.
In detail, the E.N. design aims to:

. “maximize” the biodiversity of the Valley (in ternaf natural habitat types). In fact a

high habitat diversity entails necessarily a higretsity of species;
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. “minimize” the territorial fragmentation and theage involved in the E.N.;
. As last point has been considered important touatalthe effect of diffuse anthropic
pressure acting on the optimal characteristic efahove mentioned E.N.
The region subjected to the Habitat Network desgythe Baganza River Valley (area
“A"). It has been chosen because it is complex framecological-naturalistic point of
view, and also diffusely anthropized. In this aie#& necessary to achieve an E.N. that
mainly considers the first and the fourth interptiee model (see paragraph 1.6.2), beause
it is able to contribute towards the maintenanc¢hefactual high biodiversity but also to
induce or to redress a landscape overall balanttesivalley.
The basic steps to plan an E.N. with ecologicalvemwmental features which should be
desirable are shown during this paragraph. A spegbal achieved in the analysis
correspondes to each step.
The environmental units identified in the Valley @amt to 2387 and they belong to 47
different types of C.Bhabitats. Having habitats different shape and dsioen they are not
the best elements on which operate in a planningppetive.For this reason thplanning
region was divided into 6145@lanning units generating a grid of hexagonal regular cells
of fixed dimension (0.28 ha), habitat representatiscale permitting (1:25000
corresponding to a minimum habitat dimension of Bd). These cells are the basic

elements of E.N. planning.

Preliminary Step 1. Individuation of a possible eglonship between biodiversity and
investigated area

In a sustainable development perspective, guidelifte the territorial planning are
essential to allow maximizing biodiversity consdiwa, at the same time minimizing costs
and spaces assigned to its protectiobjgctive ). The possible quantitative relationship
between the investigated area of the Valley andattteial biodiversity level has been
empirically studied, in order to establish the mmom area to be preserved in order to
protect the majority of biodiversity present in tBaganza Valley itself.

From the statistical universe of 2189 natural aachisnatural C.B. habitats covering the
Valley, habitat samples of growingdimension have been drawn, completely randomly
(and with reintroduction). At firsh was set equal to 50, then to 100, 200, 400, 580, 5
600, 650, 700, 750, 800, 850, 1000, each time aoyrtoth the whole area covered by
C.B. habitats and the corresponding number of diffe CORINE typologies present
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(biodiversity level). This procedure was repeatedesal times to obtain the pattern shown

in Figure 4-11.
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Figure 4-11 Cumulative Curve showing the pattervben the investigated area (in hectares) anduhear
of CORINE Biotopes habitat types, obtained by catithg increasing (in terms of number of

habitats) random sampling.

Observing the graph, it can be inferred, as expedtat the number of different habitats
does not grow in a linear way with the investigaéeda quantity, i.e.: it first grows very
quickly, then ever more slowly, towards a thresheiue represented by the 44 C.B.

habitat typologies (excluding the anthropized ones)
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A first interesting result is represented in Figds&2 deduced from Figure 4-11.
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Figure 4-12 Cumulative Curve, derived from Figur&4 showing the pattern between the percentage of
investigated area and the corresponding percentdg€ORINE Biotopes habitat types,
obtained by conducting increasing (in terms of nandf habitats) random sampling.

It is to be noted that the biodiversity percentégeant as percentage of different C.B.
habitat) grows very quickly with the percentagethad area explored in the Valley up to a
value of about 18-20%; then it grows more slowlytapa value of 30-35%, and finally
grows very slowly towards the asymptote identifyiting total (100%) biodiversity (44
habitat).

Around 18-20% of the area explored, the biodivgmsate of the Baganza Valley seems to
reach over 80%; around 30-35% values of the ahes,biodiversity value reaches over
90%.

Preliminary Step 2. Representativeness of differbabitat types within the Ecological
Network

The ecological network planning must necessarity & reduce the fragmentation level of
the territory, possibly maintaining its physiognoaryd its basic featureljjective 2. The
area assessment of each C.B. habitat typeclude in the Network must basically take into
account both the overall area that the C.B. halijtpe covers in the Valley and its

fragmentation degree.

118



Results and Discussion

After fixing the whole network areaydand laying downmA , = pXZAi with 0<p<1,

the following relation can be derived:

A’ A, xf, xd,

.:—_XA 39
TS ixg A @9

Where:
A = area of the C.B. habitat typeo be included in the Networkafge?);

A = area of the Valley covered by C.B. habitat type
fi = total number of Valley habitats belonging to f#aene C.B. habitat type

d, = mean distance between all theabitats belonging to the same C.B. habitat type

The p value (area Valley proportion within the Ecolodiddetwork) is chosen with
reference to the quantitative relation represehtethe chart shown in Figure 4-11.
The valuesf; and d; represent two core components of the fragmentgirogess which

depends on both thfe number of fragments composig and,A; being equal, the mean

distanced, between them.

It is a well-known fact (Davies, 2001; Fahrig, 2D@3at, generally, the higher the habitat
type fragmentation the greater the habitat riskosihg its own characteristic traits.

From the Ecological Network design point of vietvbecomes essential that habitat types
characterized by a high fragmentation degree azquately represented.

Consequently, a second important result is undstlin Table 4-19.

Conservation Target
Feature Name Target (ha) Amount Held (ha)

Feature (CF) Met (TM)
47 XerophileQuercus pubescengods 409522.7849 1283473.951 yes
46 Vineyards 41129.4702 96304.8643 yes
45 Villages 0 190966.8121 yes
44 Urban parks and large gardens 379129.871 370825. yes
43 Supra-mediterranean hop-hornbeam woods 1678816.27246635.887 yes
42 Submontane calcareous screes Wakamagrostis varia  0.7389 90.5716 yes
41 Subalpine thermophile siliceous grass 467822.4491279301.229 yes
40 Spring heath scots pine forests 2898.9268 36943. yes
39 Semi-xerophil®uercus pubescengods 827128.0566 1838534.802 yes
38 Sedo-Scleranthetesubmontane calcareous screes 0.2391 22100.4388 yes
37 Sclerophyllous scrub 31496.4178 106511.9257 yes
36 Ruderal communities wiffussilago farfara 1611.353 17811.2843 yes
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CF Feature Name Target (ha) Amount Held (ha) TM
35 Ruderal communities witkelilotus albus 12642.2207 13133.2644 yes
34 Ruderal communities withgropyron repens 82089.6983 334143.9857 yes
33 Rough-grass screes 35738.971 184589.2491 yes
32 River course 67704.4977 244508.5894 yes
31 Quercus cerrisvoods 1754727.835 3828686.795 yes
30 Quarries 0 930.3001 yes
29 Purple moongrass meadows and related 26.9986 5. 1518 yes
28 Overgrown pastures 328832.3315431893.0367 yes
27 Northern apennine mesobromion grasslands 508383. 508570.0217 yes
26 Neutrophile beech forests 203135.51417835731.978 yes
25 Mosaic 5817615.326 5817645.762 yes
24 Montane siliceous cliffs 1100.5305 35124.2301 s ye
23 Montane hop-hornbeam woods 134759.2122089683.648 yes
22 Mesophile pastures 134516.319 376936.6683 yes
21 Mediterranean purple willow scrub 51084.482 8@r044 yes
20 Medio-european rich-soil thickets 3183858.7513184019.209 yes
19 Lowland high meadows 3701080.433 3701090.765 yes
18 Locust tree plantations 151259.633 190431.516 s ye
17 Juniperus nana scrub 604.227 1766.1047 yes
16 Italian poplar galleries 602558.6036 2977836.635 yes
15 Fruit orchards 43925.1876 78420.519 yes
14 Fresh waters 6430.1006 18693.9668 yes
13 Field crops 7866567.995 7866596.873 yes
12 Common juniper scrub 5067.7462 5600.0026 yes
11 Chestnut woods 21177.9436 22397.088 yes
10 Chestnut groves 3426.7779 24650.6742 yes
9 Gully 56497.6029 193138.2109 yes
8 Brometalia erectsubmontane calcareous screes 0.1914 17688.1307 yes
7 Blackthorn-bramble scrub 78423.0372 78528.1753 yes
6 Black pine reforestations 885504.9386 886013.8914 yes
5 Black pine forests 155.4354 19976.42 yes
4 Beech forests with hop-hornbeam 395174.178 398588. yes
3 Bare cliffs 130652.7465 130659.2245 yes
2 Active industrial sites 0 23255.6857 yes
1 Abies albareforestations 10701.2953 11969.64 yes
Total (ha) 3011.473 5483.580
Total (%) 17.2 31.3

Table 4-19 Target requested to be included in thé. Bnd corresponding amount held obtained using
MARXAN for each of the 47 CORINE habitat types retBaganza Valley.
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The third column of this table shows the minimumuea in terms of area, that is
considered desirable to be included in the E.N.dach C.B. type (i.etarge)). The
minimum requested area was estimated using Eetting a value op = 0.18 to all natural
and semi-natural habitat categories and removirgaththropic habitats. The chospn
value is suggested by looking at the curve in Feg&l2 where around 18% of the area
explored, corresponds to a high biodiversity leegkr 80%. It is to be noted that the sum
(Table4-19) of all the minimum areas requestedheytargets is 3011 ha (about 17.2% of
the Valley), while the result obtained using MARXARamount held” column) gives a
higher area value in the E.N. because at the same it must satisfy other criteria
(compactness, cost, etc.).

Peliminary Step 3: Detection of Valley zones witbtb elevated ecological value and
elevated ecological sensitivity

The habitats presenting at the same time high Baab Value and high Ecological
Sensitivity require Ecological Attention and areréfore central in conservation strategies
and essential to maintain the biodiversity of aiaeg These critical habitats should be
included preferentially in an Ecological Netwodbjective 3.

Applying the Ideal Vector method (see paragraphl3.hoth the overall Ecological Value
and the overall Ecological Sensitivity were caltedbfor each C.B. habitat.

The measure interval of the Ecological Value aral Eeological Sensitivity was divided
into deciles, each containing 218 C.B. habitat® 3&me score on a scale ranging from 1 to
10 was assigned to the habitats belonging to thre skecile. Habitats scoring 9 and 10 (i.e.
20% of the total, or quintile) are characterizedelither elevated overall Ecological Value,
or elevated overall Ecological Sensitivity. C.B.bhats falling at the same time in the
quintile with elevated Value and in the one witbwalted Sensitivity deserve more attention

and protection. This is the reason why these hahmast be included in the E.N.

Preliminary Step 4: The measurement of current humgaressure on the environment
and its possible trend in the near future

In the Ecological Network planning, the managemenist take into account human
pressure acting on the habitat mosaic and its deadsle trendobjective4). Therefore, it is
clearly necessary to analyze the current demographuation, but mainly its future
tendency too.

So far, the area has been analyzed from an ecalqgmt of view.
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The Ecological Network is designed taking into acdomainly and only essential
ecological parameters of the habitats (and conselyuef the cells). After defining the
network, the Human Pressure is introduced. In @agr the demographical analysis
developed on the administrative units of the afd@e(Communes) allows to give them
useful suggestions regarding the management otatabnside the Ecological Network.
With this analysis it is possible to reveal managetmacro-criticalities. With this term we
consider not only all the situations (a Communecluster of them) in which human
presence (i.e. Human Pressure) tends to increasenilitions of actual elevated pressure
(overpopulation and so soil overexploitation) bisioaall the situations in which an actual
low human presence is associated to a further tpmpdilation decrease (depopulation)
because also this type of trend, probably more tharfirst one, produces negative effects

on habitat conditions and quality.

Step 5: Individuation of the Ecological network

All the information relating to preliminary step 4, 3, 4 was utilized in order to design the
E.N. of Baganza Valley using the methodologicalrapph of Systematic Conservation
Planning through the MARXAN software (see paragrad).

Ecological Networks is characterized by a typicaddamental structure which constitute a
sort of “skeleton” of it: Primary Knots, Second&gots and Connecting Corridors.

HSEA habitats must be included in the E.N.. Theabithts represent about 4% of the
Valley and they make up the Secondary Knots oh#tevork.

Primary Knots of the E.N. are the areas alreadyeumdhture conservancy. Within the
Valley there are two protected areas: the Carregadd Regional Park in the hilly region,
and the Crinale Park (which incorporates a SCI iodhe mountain area.

The hydrographical network of the Baganza riveretbgr with its tributaries and the
riparial habitats make up the Connecting Corriddrghe E.N..

In total these three areas, whose preseneepisori considered fundamental, cover about
16.94% of the Baganza Valley.

MARXAN software, on the basis of the above-expldities and requirements, produced a
set of Network scenarios. Among them, the Scenetly & BLM value equal to 1 was
chosen (best-case scenario). In fact, next to BldWier equal to 1 the ratérdde ofj
between the area and the perimeter of the E.Npisnal. In Figure 4-13 is shown the

trade-off.
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Figure 4-13 The trade-off between minimizing bouydangth (perimeter) and minimizing area for vaiso
boundary length modifiers (BLM). The scenarios wattBLM between 0.50 and 1.50 achieve
spatial compactness with acceptable trade-offs.

The Ecological Network obtained using ecologicabpaeters (Egs. 37 and 38) is shown in
Figure 4-14.

Ecological Network (E.N.) Area: 5483 ha ,/_L
o L
(31.3% of Baganza Valley) \N‘// \\/7
Ecological Value { /
Mean Std. Dev. ) [
Inside E.N.= 8.00 Inside E.N.= 2.47 / /
Outside E.N.= 8.25 Outside E.N.= 2.57 / q
Baganza Valley = 8.17 Baganza Valley = 2.54 PARMA
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Ecological Sensitivity / / \
Mean Std. Dev. / / / \
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Figure 4-14 The planned Ecological Network (BLM =it3 basic ecological features (Ecological Value a
Ecological Sensitivity) and its spatial distributiavithin the Municipalities comprised in the
Baganza Valley.
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As a whole, the E.N. covers an area of 5483 haaletgu31.3% of the Baganza Valley.
Furthermore the E.N. concerns the territory otla Municipalities involved in the area.
MARXAN generated an E.N. with a mean Ecological véalcalculated referring to the
hexagonal cells) basically in line with the Valleye, which already is high. Otherwise, the
mean Ecological Sensitivity of the habitat comptisa the E.N. is definitely higher
(+20.7%) than the habitats outside (Figure 4-14).

It should be noted that for each type of natural aemi-natural C.B. habitat the pre-
established minimum conservation target was rea¢featlle 4-19). The thus obtained
Network includes all the habitat typologies, assgrgreat protection to the biodiversity
currently present in the Valley.

Comparing the habitat composition of the E.N. Wit composition in the Baganza Valley,

an increase of more valuable typologies appeass @fegures 4-15a and 4-15b).

0,38 Baganza River Valley

CORINE Biotopes habitat
macro-categories composition
(%)

OBare cliffs

Owoods and forests

B Field crops, fruit orchards and
urban parks

El scrubs

Fresh waters, river courses and
riparian vegetation

HGuly

Grasslands, meadows, pastures
and uncultivated areas

Ecological Network

CORINE Biotopes habitat
macro-categories composition
0,

'0)

[Bare cliffs

Owoods and forests

B Field crpos, fruit orchards and
urban parks

crubs

Scrub:

Fresh waters, river courses and
riparian vegetation

M Gully

Grasslands, meadows, pastures
and uncultivated areas

15,76

Figure 4-15a and 4-15b Pie charts that show theposition (%) in terms of 7 CORINE Biotopes habitat
macro-categories respectively of the designed Ejcdd Network and of the overall
Baganza Valley.
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In particular, the presence of cultivated fieldsshards and urban parks is strongly reduced
(-12%), favouring water bodies (+11%), brushes ahdubs (+3.65%), meadows and
pastures (+3%), with only a modest loss in woodd #orests (-5.5%), however well
represented in the Network.

This interesting result is confirmed by a Clusteralysis k-means method) carried out on
the whole 61459 cells constituting the Baganzaeyaleach of them characterized by a
specific Ecological Value and a specific EcologiSahsitivity (paragraph 3.3, Eqg. 38). The
statistical analysis has identified three groupscells (clusters) on the basis of the

ecological characteristics examined (Table 4-20).

Cluster
Indicator 1 2 3
(N=33253) (N=17921) (N=10285)
EV 8.965 9.377 3.497
ES 8.624 1.569 3.299

Table 4-20 Amount (in terms of hexagonal cells)d aelated mean Ecological Value (EV) and mean
Ecological Sensitivity (ES) of 3 groups carried bytCluster analysis.

The first group (Cluster 1) is characterized byvated Ecological Value and elevated
Ecological Sensitivity. The second group (Cluster i2 characterized by elevated
Ecological Value and low Ecological Sensitivity. €hthird group (Cluster 3) is

characterized by low Ecoloaical Value and low Ecatal Sensitivity (Figure 4-16).

Cluster Analysis
I Cluster 1
Cluster 2
Cluster 3

Figure 4-16 Spatial Distribution of the 3 Clust@@éhexagonal cells) in the Baganza Valley.
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Cluster 1, depending on its intrinsic features levated Value and elevated Sensitivity,
represents the Baganza Valley areas of higheresitén environmental protection: for this
reason they can be called areas of Ecological AtteriRossiet al. 2008).

The highly significanty® value (Table 4-21) confirms the high number of ek cells

included in Cluster 1.

Zone Cluster 1Cluster 2 Cluster 3 Total

Inside E.N. 11869 4098 3625 19592
(60.58%) (20.92%) (18.50%) (100%)

Outside E.N. 21384 13823 6660 41867
(51.07%) (33.02%) (15.91%) (100%)

Total 33253 17921 10285 61459
(54.11%) (29.16%) (16.73%) (100%)

x?= 946.65 with 2 degree of freedom

Table 4-21 Frequency matrix (event table) undegytime composition (number and percentage of hexagon
cells) in terms of the 3 clusters of Table 4-20thef Ecological Network (inside E.N.), of areas
outside E.N. and of the Baganza Valley in toto. Fhealue of the matrix is reported.

Out of 19592 hexagonal cells in the E.N. (i.e. mibian 60%), 11869 belong to Cluster 1.
The expected frequencies of cells in this clusiader hypothesis §i currently are 10600
(about -12% of the ones observed (11869) undesdinee hypothesis). The wholeness of
cells of the E.N. falling in Cluster 1 and Cluster(both with high Ecological Value),
represents more than 80% (exactly 60.58+20.92 598)Lof the total amount of cells in the
Network.

Berceto, Calestano, Felino, Sala Baganza, Tergdamiglio, Langhirano, Collecchio and
Parma are the Municipalities whose territory is enor less included in E.N..

Referring to preliminary step 4, the evaluatiornef 6 above-mentioned indicators allow to
establish the current demographic structure andraétsd in these Municipalities (Table
4-22).
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MUNICIPALITY STRUCTURE at 01/01/2008 TREND (on period¥ - ‘07)
) ) ) Rate of Net
) Population Mean age Ageing Dependency ratio o Total
Population ) natural migration
Density (1) 2) rate (3) (4) ) rate
increase (5) rate (6)
Berceto 2292 17 51 427 65 -14.83 4.56 -10.27
Calestano 2006 35 46 220 60 -4.90 16.23 11.33
Felino 8075 208 43 143 52 1.00 16.96 17.96
Sala Baganza 5206 168 43 138 50 -0.91 27.12 26.21
Terenzo 1210 17 51 454 66 -11.89 1.43 -10.46
Corniglio 2101 13 53 522 84 -14.99 2.84 -12.15
Langhirano 9341 132 43 142 51 -0.58 17.91 17.33
Collecchio 13300 226 44 159 52 -0.63 22.69 22.06
Parma (provincial
) 178718 685 45 191 54 -1.68 22.83 21.15
capital)
Parma (Province) 425702 123 45 185 55 -2.53 18.4415.91
Emilia Romagna
4275802 193 44 177 55 -1.60 13.36 11.76

(Region)

Table 4-22 Indicator values describing the demadgagtructure (from 1 to 4) and the demographiodré&
and 6) in the Municipalities of the Baganza Valleythe Province and Region of reference.

Demographical structure indicators (the firsts 4dyegan essential description to
characterize the current demographic situation §200 the Municipalities of the Valley.
The natural and migration rates (averaged from 20®D07) provide an essential estimate
to identify the human pressure trend in the shod medium term. Comparing the values
obtained with the general situation in the Provirafereference (Parma), 3 different
situations stand out:

1. Mountain Municipalities (Corniglio and Berceto) asdb-mountain ones (Terenzo)
show, if compared with the whole Province, a mumhdr population density(up to
89% less), a much more aged population (up to 1h&%e), with a much slower
generational replacement (until 182% more). Thd higlue of dependency ratio (up
to 52.7% more) confirms the small presence of wadd in the area. The furthest
situation from the provincial mean can be foundQarniglio, which the above-
mentioned percentage gaps refer to. The presenee sifongly negative rate of
natural increase is only in minimum part mitigateg a positive migration rate,
increasing, in this way, the general trend to dejetton and land abandonment.

2. Even if Calestano (placed in the hilly belt of tNalley) presents demographic

structure indices on average lower than the praainmnes, it shows a population
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density definitely higher (double) of the Municipigs in Cluster 1 accompanied with
a population not only with a higher number of initafts in working-age, but also
with a stronger presence of young people. This mbsen is proven by the ageing
rate and the mean age definitely lower and morénm with the provincial mean

value. The Municipality shows a strongly positiveggration rate, with a foreseeable
high increase in human pressure on the land.

3. The plain Municipalities (Felino, Sala Baganza, ¢fainano and Collecchio) show a
highly populated land with a slightly lower meareapan the Province (up to 4.4%
less) and a much lower ageing rate (up to 25.4%).1@$e ratio between working-age
and retired people, or people not yet working ey lw, is in line with the provincial
mean value, and is high as in the rest of the BnRlomagna region. In addition,

because of a high migration rate, a consideraljppelption increase can be foreseen.

The Ecological Network shown in this study covdrs,a variable proportion, all the
Baganza Valley Municipalities (Table 4-23).
Municipalities.

Municipality Cluster 1 Cluster 2 Cluster 3 Total % BMN.
Berceto 3506 193 614 4313 22.01
Calestano 4064 544 785 5393 27.53
Collecchio 54 35 100 189 0.96
Corniglio 2374 103 18 2495 12.73
Felino 101 425 472 998 5.09
Langhirano 373 166 157 696 3.55
Parma 227 176 149 552 2.82
Sala Baganza 565 2361 640 3566 18.20
Terenzo 605 95 690 1390 7.09
Total 11869 4098 3625 19592 100
% on E.N. 60.58 20.92 18.50 100

Table 4-23 Distribution (hexagonal cell number}he 3 clusters within the Baganza Valley.

This table underlines how more interesting areamfan ecological point of view (i.e.
belonging to Cluster 1) fall in the mountain and-snountain Municipalities (Berceto,
Corniglio, Terenzo and Calestano). However, Clugtareas have a certain environmental
interest because of their high ecological value, rmainly concern the plain zone occupied

by Sala Baganza and Felino.
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Step 6: Deriving useful considerations for enviroramtal stakeholders

The analysis of the E.N. defined only on the baéiscological considerations and the next
demographical analysis of the Communes involveatlailows to identify different possible
management scenarios and to provide useful suggestegarding the choice and adoption
of conservation policies.

Table 4-23 shows that the Municipalities signifitannvolved in the management of
Ecological Attention areas present in the E.N. §&u 1 in Figure 4-17) are mountain and
sub-mountain ones (Berceto, Corniglio, Terenzo dddlestano). The first three
Municipalities contain 54.64% of high Ecological IMa and high Ecological Sensitivity
cells present in the E.N.. However, they are chareed by very low current human
pressure which may be added to its clear decreasing. Due to the growing depopulation
and the high mean age of resident population,eiinsenecessary that these Municipalities
form a consortium to compensate for the lack oflaesources, eventually requesting
economic help to the upper administrative bodiesy{® and Province). They can propose
agreed defence and mitigated interventions to raiirihe integrity and connectivity of the
E.N. as a whole. In a mountain region charactertaetiigh presence of woods and steep
slopes, the depopulation and the progressive laedabandonment, though promoting the
widespread naturalness, could increase landsliddirisk on the territory.

Areas belonging to Cluster 2 present high Ecoldgitaue, too. Most of these zones
belong to Sala Baganza Municipality (57.6%), and kcated in the lower part of the
Valley. Sala Baganza, also characterized by thesemee of a fair number of cells
belonging to Cluster 1 (4.8%), is in a condition aothigh and growing current human
pressure in the presence of habitats with modesioBical Sensitivity. The pre-existence
in the Sala Baganza territory of an important reglgark (Carrega Woods Park), should
recall attention for an economic development coibjetith biodiversity protection.

Even if in small measure, the remaining municipagitlocated in the plain belt of the
Valley (Felino, Collecchio, Langhirano and Parm&iide zones belonging to Cluster 1 in
their territory (6.36% of the total). These Munaigies have a current demographic
situation characterized by strong and constanthyvgrg pressure. Because of this the local
administrators should pay ‘early’ attention to thppearance of those phenomena that
might induce continuity breaks in the E.N. connat$i This is very important because of
the presence in these areas of many Vertebratdespat risk of extinction (i.e. the
Sardinian grass snake, the garden dormouse, flenltile frog and various bat species).

The reassuring current financial situation of thienicipalities allows them to provide all
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the territorial protection and control measured $e®em to be suitable for an immediate
recognition and a sensible management of risk greasiSEAS).

4.3 Administrative Level Analysis: Communes

Thus far, the areas have been analyzed at habatigt 5om an ecological point of view.

The paragraph 4.2 faces a very actual conservai@radopting in many parts of the world

and recently absorbed by National environmentallegopn (i.e. Ecological Network).

However, since the conservation actions and enmigartal policies are taken by decision-

makers at different administrative scales, it icessary to interpret the ecologically

relevant habitats in terms of administrative pantis of the Italian territory. In particular
we refers to the lowest level: the Communes (i.enidipalities).

In order to implement a correct and efficient camaBon policy, it is necessary to move

from a naturalistic unit to an administrative ihgiion, keeping knowledge of

environmental situation and human needs in a viewustainable land use planning of

biodiversity conservation (Kim and Pauleit, 2007).

Since any form of environmental policy in practioeds expression in funds to spend in

local administrative partitions involved in ecoloagily critical situations, there is the

primary necessity to find quantitative methodolsgie identify environmental criticality in
order to guide public stakeholders in allocatingdsi only where it is truly necessary.

For this reason, ecological information integratedthe human context is an essential

aspect to make environmental evaluations and peogiddelines for conservation action

and planning (Rookwood, 1995;Wyagital, 1995).

Two types of questions and relative problems ariken you move from the naturalistic

unit to the corresponding administrative one:

1. In which reasonable/realistic way is it possible dtbocate habitats (and as a
consequence also HSEAS) into Communes? Our basiceshthat represents the
easiest way, is to allocate completely each natwahltat in the Commune in which
its centroid belongs to. According to this logie tiotal number of habitat is preserved
avoiding any further split of habitats in more thame Commune. However, other
possible choices of assignation can been consider@ane (i.e. habitat area fraction)

has been explored in deriving some possible guidglin conservation planning.
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2. The physical boundaries of the study area overlapnat the corresponding
administrative boundaries? In our specific casd, dso in general, the answer is
negative because the boundaries of the study aseah®sen using a naturalistic
approach (i.e. watersheds) and not administratives o(Figure 4-17), being the

declared interest of Map of Italian Nature in maygpinabitats.

[] study Area "B" boundaries
[ | Communes boundaries

Figure 4-17 Communes involved in the study area “B”

We considered in our analysis all Communes whidrlap the study area, either in part or
in total, and which also contain at least one laliit order to preserve the total ecological
information of the area. The limitation of this apach is that we cannot have a complete
ecological situation (i.e. habitat distribution) tine Communes located at borders of the
area, penalizing them. As a consequence of thesead) the results cannot be considered
realistic for any type of environmental decisionut bhe attention must be focused on
methods and use of quantitative tools to develgbuliguidelines.

From this paragraph all the results shown are medetio the Study area “B” which involved
108 Communes (Figure 4-17). This choice is dud¢osimple consideration that in study
area “A” the number of involved Communes is veryalir(®) so that all the results cannot
be considered generally valid from a scientificrpaif view, and perhaps cannot be useful

and relevant in a biodiversity conservation perspec
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4.3.1 Demographical analysis of Communes

The demographic indicators are not directly avédlai a habitat level but the assumption
that the human pressure in a Commune reflectsehlepressure on its habitats (causing
fragmentation, reducing their dimensions etc) aiséc.

It is reasonable to determine which Communes arestmmder human pressure
(overpopulation). It is also of great ecologicalerest to show in which Communes the
opposite tendency (i.e. depopulation) is acting.

All the Municipalities in the area were submittedat demographic analysis using six main
indicators derived from the official ISTAT data géar 2008 (see paragraph 2.4). The
demographic analysis is a useful tool to reveah lootrent human pressure and, especially,
its trend in the short and medium term.

First of all we need to identify in which way eaghe of those 6 indicators contribute to
determine the Human Pressure level of each Comrfthae reflects the Human Pressure
level on habitats that are within).

The only one indicator having a clear positive t@ion (i.e. contribution) to Human
Pressure level is the Population Density (indicdfprbecause it is reasonable to assume
that increasing the population on a certain arddingrease proportionally the Pressure on
it, increasing the request in infrastructures amnd spaces with a consequent soll
consumption. The other five don’'t show a clear ma&on and for this reason it is
necessary a preliminary investigation on their gbation in composing Human Pressure

levels. We have analyzed their relative trend caexgb#o the indicator 1.
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Scatter plots of each of the 5 indicators, in teohsheir actual values and relative ranks

produced on 108 Communes, according to the rardcmeated by the indicator 1 has been
investigated (see Figures 4-18 and 4-19.).
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Figure 4-18. Scattered plots using actual valugadi€ators 2, 3, 4, 5 and 6 according to rank mheitged by
indicator 1
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Figure 4-19 Scattered plots using ranks given bljcators 2, 3, 4, 5 and 6 according to rank deteschiby
indicator 1.
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Further, to make the results more clear, the caticel matrix on original values and on the
relative ranks have been carried out as shown bélables 4-24 and 4-25):

Ranking Ind1 Ind2 Ind3 Ind4 Ind5 Ind6
Ind 1 1
Ind 2 -0.424 1
Ind 3 -0.331 0.860 1
Ind 4 -0.415 0.910 0.716 1
Ind 5 0.407 -0.757 -0.614 -0.632 1
Ind 6 0.184 -0.369 -0.375 -0.250 0.381 1

Table 4-24 Correlation matrix of actual values gty each of the 6 demographic indicators (sed.text

Ranking Ind1 Ind2 Ind3 Ind4 Ind5 Ind6
Ind 1 1
Ind 2 -0.668 1
Ind3  -0.642 0.982 1
Ind 4 -0.700 0.922 0.889 1
Ind 5 0.656 -0.781 -0.770 -0.71¢ 1
Ind 6 0.438 -0.407 -0.399 -0.364 0.342 1

Table 4-25 Correlation matrix of ranks given byleatthe 6 demographic indicators (see text).

From Tables 4-24a and 4-24b joined with the anslgéithe scatter plots (Figures 4-18 and
4-19), we can clearly see that Indicators 2, 3 4rde very strongly positively correlated,
and are negatively correlated to Indicators 1, & @GnThere appears to be a fairly strong
correlation between Indicators 1 and 5, but a wesditive correlation between Indicator 6
and Indicators 1 or 5. Due to these observatioescamputed the Poset rankings (Patil and
Taillie, 2004a) of Indicators 2, 3 and 4, as walitlae set of Indicators 1, 5 and 6. Since the
orientation of Indicator 6 is not as clear as tltieen 5 Indicators, we also computed the
orientation of Indicator 1 and 5 alone. From Tabl26, we confirm our idea that Indicator
1 and 5 clearly increase with an increase in apthrpressure, since we know that an
increase in population density implies an increasanthropic pressure, and Indicators 2, 3
and 4 have the opposite orientation and the inereéishese indicators implies a decrease
in the anthropic pressure. Indicator 6 has a p@sdrientation with anthropic pressure, but
the relationship is not that strong.
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Ranking Ind1,56 Ind2,34 Indl1 Ind2 Ind3 Ind4 Ind5 Ind6

Ind 1,5,6 1 -0.769 0.850 -0.762 -0.740 -0.748 0.808 0.728
Ind 2,34 -0.769 1 -0.687 0.984 0971 0.968 -0.771 -0.399
Ind 1,5 0.903 -0.800 0.898 -0.795 -0.773 -0.779 14.9 0.405

Table 4-26 Correlation matrix of ranks of groupsnaficators using POSET.

At the end, to confirm the relative orientationeafich demographic indicator concurring in
Human Pressure level, we have analyzed all posklbise Diagrams (based on original
values for each couple of indicators investigatwogh the possible orientation for indicator
2, 3 and 4 (Table 4-27). The relative ratio of canapilities/incomparabilities shows in a
clear way how each indicator works better if conegaio indicator 1 (higher the ratio better

is the agreement of the relative orientations).

Case Comparabilities (count)  Incoparabilities (count)
1 (11;15) 4208 1570
2 (11;16) 3762 2016
3 (11;12) 1493 4285
4 (13;1-2) 4291 1487
5 (11;13) 1549 4229
6 (11;-13) 4233 1545
7 (11;14) 1375 4403
8 (11;-14) 4406 1372
9 (11;15;16) 2898 2880
10 (12;13;14) 4875 903
11 (11,12,13,14,15,16) 212 5566
12 (11,-12,-13,-14,15,16) 2456 3322

Table 4-27 Total number of comparabilities and mparabilities in Hasse Diagrams due to different
combinations of demographical indicators (see text)

The results obtained by these several analyses semsonable looking at the nature of
each of the other 5 indicators.

Indicators 5 and 6 are, like indicator 1, directyerred to the amount of population, taking
care respectively of the internal increase of patoih (due to births-deaths in the year) and
the external one (due to migration flux) showing tfuture short and middle-term
tendencies of the actual population density. Acogrdo this, their positive correlation to
indicator 1 is reasonable because if this inteexétnal balance is high (positive) we can
reasonably expect in the near future an increapeulation density and so an increase in

Human Pressure.
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Otherwise, indicators 2, 3 and 4 are structuraicatdrs that show us the population
composition in terms of age in each Commune, ahdhem have showed an opposite
orientation (negative correlation) to indicator 1.

Indicator 4 (dependency ratio) shows the ratio betw people outside working age
(children or retired) and people in working age ljetween) and it seems reasonable its
opposite orientation because in a condition of lpgpulation density we usually expect a
lot of competition to work and so the basic wageusth be lower and more people must
work to maintain people not in age to work. Othemyiless population means less
competition and a consequent increase in the lvemye with an opposite tendency. So at
decreasing levels of this indicator it is reasoadblexpect increasing values in indicator 1
and so in Human Pressure.

The indicator 3 (ageing rate) which provides, itigeging deeply people outside working
age, the ratio between retired and children, casuigected to such considerations than
indicator 4. It shows again an opposite orientatmnndicator 1. It is already reasonable
because looking at the situation in Developing Goes, high levels of population density
are generally related to high number of childrempared to old people. So at decreasing
levels of this indicator, it is reasonable to exp&gain an increasing value in indicator 1
and so in Human Pressure.

Finally for indicator 2 (mean age) shows an opgositientation to indicator 1. Lower
values of this indicator mean that there is anaasing number in young people or in
people that are in working age (and will remaintifor more years), that usually request
more needs from the territory (spaces, infrastmesfugenerating higher levels of impact,
while high values mean a population with a lot laf people and so less demanding. So in
presence of decreasing levels of indicator 2 isaeable to expect an increasing value in
Human Pressure.

A further analysis has been conducted to individealwhich ones among the 6
demographic indicators mostly affect the demograpdnking of the 108 Communes in the
study area. The Partial Order theory through theASSE software (Briggemaret al.,
1999) or PhyHasse software (Bruggematnal, 2008) has been used: a partial order
ranking using the 6 demographical indicators ared dbrresponding Hasse Diagram has
been obtained and then we extract the w-valuesdoh indicator from the overall w-
matrix. This value is a sensitivity measure thategi evidence of the total number of
changes (i.e. total mismatch) in the Hasse Diagdam to the removal of each indicator

from the original indicator’ set. In a certain wakis value give us information about how
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much each indicator affect (i.e. contributes t@) definition of the final Hasse diagram (i.e.
the partial order ranking). Particularly, highetth® number of changes generated by each
indicator (i.e. higher the associated w-value) arate it has influence in the final ranking
of elements (i.e. the Hasse Diagram is more sgaditi that specific indicator). Looking at
the following w-matrix (Table 4-28) appears cleamghich are the most important
indicators.

Indl Ind2 Ind3 Ind4 Ind5 Ind6
W-value 379 10 36 100 302 977

Table 4-28 Sensitivity values (w-values) in Hassggbams due to each of the 6 demographic indicators

Indicators 1, 5 e 6 contribute mainly to the Comesidemographic ranking. Therefore we
decided to “abandon” indicators 2, 3 and 4. Thigiah is justified by demographic

considerations. In effect, first of all is more fudeto establish the amount of people
pushing on a certain area (see indicators 1, 56arahd after it is possible and useful to
investigate the internal structure of the same [admn (see indicators 2, 3 and 4).

This preliminary analysis has been concluded apglyhe ideal vector method (that has
been thought basically to rank habitats measurim@r tdistance from an ideal habitat
representing the best environmental possible comdih the area). In fact, knowing the
contribution of each indicator to the Human Pressiir is now possible to apply this

methodology in order to rank Communes. In this ggecontext, and considering always
the consequences on habitats belonging to a speCdimmune, the Ideal Vector is

represented by a six-dimensioned vector showindotvest possible level of Pressure. For
each indicator being positively correlated with devof Pressure, the Ideal value is
represented by the lowest possible value amongl@& Communes, while for each

indicator inversely correlated the right choic¢hie opposite (highest value).
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In Figure 4-20 are shown the result of Ideal Veeypplication, dividing the Communes in

quintiles of increasing Human Pressure.

Human Pressure Quintiles

[ ]Low
[] Modest
B Median
I High
Il Elevated

Figure 4-20 Distribution Human Pressure levels (jgntiles) in Study Area “B” according to Ideaébtor
Method.

4.3.2 Deriving possible guidelines for the Hotspots of Edogical Attention (HSEAS)

management

The analysis at administrative scale refers bdgitalthe preservation of the HSEAs. This
type of habitats is very important for the consg&ora policies. The aim is to derive
possible and simply readable guidelines for denismakers at different administrative
scales involved in biodiversity protection.

First, it is necessary to transfer the HSEAs toiathtnative partition of the Italian territory.
In this case the assignation rule defined is tHieviing: an HSEA can be referred to a
single Commune only if the Commune contains attléf®6 of the habitat surface,
otherwise it must be assigned to all the Communasdontain part of it. For this reason a
habitat can belong to one Commune, or shared rae€ommunes. As a consequence, in
an administration based analysis, the amount of A3&r each Commune is characterized
not only by entire habitats, but also by partstofThis type of rule has been explored in
order to obtain more realistic guidelines, evehnéquests more computational work.
Aiming to derive guidelines easy to be implementedhreshold of 15% of C.B. habitats
with the greatest overall ecological value and 1F%.B. habitats with the greatest overall

ecological sensitivity was considered to identifg HSEAs in the study area.
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The 528 HSEAs identified are actually included shddfferent Communes.

As the 64 Communes are widely spread in the stuely, @ Cluster Analysis (using the K
means technique in SPSS software) was carriedrotiteodemographic data.

The results in Table 4-29 suggest that the 64 Comeswwhich contain HSEAs are not
homogeneous for what concerns the current and meticm Human Pressure and can be

divided into three different groups (Figure 4-21).

Demographic Groups

[ INo HSEAs
1
2
3

Figure 4-21 Spatial distribution of the 3 demogiapgroups of Communes containing HSEAs inside the
study area “B”.

Demographic Groups

indicators 1 (N=8) 2 (N=44) 3 (N=12)
1 365.96  60.99 15.96
2 46.76  49.37 56.6
3 246.76 330.66  797.4
4 66.68  78.56  106.49
5
6

-7.29 -11.27 -20.16
16.45 13.75 1.97

Table 4-29 Results of the Cluster Analysis caroed on the demographic indicators of the 64 Comraune
which contain HSEAs.
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In group 1 (eight Communes), the Human Pressurasgally growing because the current
negative population rate of natural increase iseniban balanced by the net migration rate.
These Communes are mainly located in the ProviotPavia and Genoa.

The opposite situation is represented by group I39se 12 Communes, mainly in the
Provinces of Massa Carrara and Piacenza are charact by a strong negative rate of
natural increase which is not counterbalanced byrttmigration rate.

Group 2 (44 Communes) is in between and is diffusks$tributed in the Provinces of
Parma, Piacenza, Pavia and Genoa.

Concerning the overall Ecological Value of the abimosaic in the study area, the
corresponding map (Figure 4-2a) shows that groysahd 3 are more expanded than the
others. By looking at the entire area, many zorsgsigted) in the mountain and hilly
regions of the Provinces of Parma, La Spezia, M&maara and Genoa appear to be
characterized by elevated ecological value. Ini@adr, they are represented by wide
beech forests above 1000 meters, and Quercus @erdsOstrya carpinifolia woods
frequently included in Sites of Community Importanét lower altitudes, , the landscape
in the Parma Province is characterized by remaekalgticultural connotation, increasing
urban population density and industrial sites. Mndess, frequent contacts between
agricultural areas and natural or semi-natural tatbilead to a notable vertebrate’'s
diversity increase and moderately high ecologiedli®. C.B. habitats with modest and low
ecological value are found in the lowland of thewnces of Piacenza and Pavia, and are
represented by rural areas which derive from tlogeah anthropic presence with meadows,
and Quercus Pubescens woods. On the whole, theebahbgical value that characterizes
most of the study area links up with the so-calliéflised naturalness, arising from the
interpenetration of natural and anthropic compaosient

The Ecological Sensitivity map (Figure 4-2b) shawat the landscape is evenly spread
over the five groups. A wide cluster of areas watbvated overall Ecological Sensitivity
stands out around the villages of Bedonia and B&f@odi Taro in the Province of Parma.
These habitats mainly correspond to Apennine meagdolaracterized by high fire hazard
and limited size, Ostrya Carpinifolia and Quercagis woods holding over 10 species of
vertebrates at risk of extinction (Table 4-30) awijected to high landslide risk. Further
highly sensitive areas are discovered near the danies between the Provinces of Parma
and Massa Carrara and are represented by beesltsfarel chestnut woods including up to
14 species of vertebrates at risk of extinctionQNJ 2007) (Table 4-30).
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. Red List
Class Order Genus Species IUCN (2007)
Amphibia Anura Rana Latastei VU
Mammalia Chiroptera  Myotis Bechsteini VU
Mammalia Chiroptera Barbastella Barbastellus VU
Mammalia Chiroptera Rhinolophus Euryale VU
Mammalia Chiroptera  Myotis Capaccinii VU
Mammalia Rodentia Eliomys Quercinus VU
Mammalia Chiroptera  Myotis Emarginatus VU
Anphibia  Squamata Natrix Natrix CR

Table 4-30 Vertebrate Species at risk of extincfdtiCN 2007) present in the study area. The acranym
identify respectively, Critical (CR) and Vulneral{dU) species.

These observations on the C.B. habitat mosaic ecessary because they give an up-to-
date insight into the ecological value of the stagiga but also yield essential information
on the current risks and the potential impact @léimdscape due to the diffuse presence of
human activities.

Considering the increasing difficulties in findisgfficient financial resources for nature
conservation, environmental decision-makers musiddheir attention and the few funds
available, on those ecological environmental situat which, more than others, merit
considering and defending. In this sense, the iddation of the HSEAs and their close
examination in an ecological and demographic bamkgl can help landscape-planning
choices. Our definition of HSEA considers two diffiet, yet essential dimensions which
make a C.B. habitat worthy of being defended armadepted: its great overall ecological
value but, also, its great overall ecological s@nty.

The HSEA covers 11107.90 hectares (3.92% of thdysarea), but 3243.60 hectares
(29.20%) are already within the existing protectamhes and the remaining 7864.30
hectares (70.80%) are not included in the protec&ddork yet.

The necessity to protect these new areas and dotiresn to the national network poses
important and different problems of environmentaliqy because it is necessary to
consider not only the first two dimensions (ecotadjivalue and ecological sensitivity), but
also a third dimension, i.e. anthropic pressunedre

In this specific case the three groups of Commuameseally different as regards this trend
(Table 4-29).

The first group of Communes (Canneto Pavese, Slaadeasteggio, Torricella Verzate
and Castel San Giovanni in the Province of Pavasatza Ligure and Sestri Levante in the
Province of Genoa) is characterized by very limgete and a strong foreseeable increase
in human pressure in a context of current very highsity (365.96 inhab/kKm almost
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double the figure for the whole of Italy, equal 89.1 inhab/krf). The need for further
space for new infrastructures (houses, schoolgistoetc) will inevitably clash with the
need to conserve habitats of relevant value beaafube presence of many rare vertebrates
which will risk extinction due to the foreseeabierease in fragmentation, pollution, noise,
etc. (Table 4-29). Moreover, the further growth ndaplete the resources available, and the
biodiversity values, which are considered a pecuigxitage for the local community and
an important part of the quality of life, may besloThe environmental policy that seems
possible in all situations similar to this one miigle of a compensatory kind: considering
that these Communes are always self-sufficient feofinancial point of view, they can
attempt to convince the citizens to accept the liarge”: “a new protected area in change
of new necessary infrastructures”.

For the second group of 44 Communes, mainly locatedhe first hills of the Ligurian-
Tuscan-Emilian Apennines in the Provinces of Pat@enoa and La Spezia, the density is
not high (60.99 inhab/Kf) and very often the Commune territory is alreadyeted by
some conserved areas, in particular the Regiorméild?aAveto and 16 SACs for the Nature
Conservation. The presence of HSEAs is given bg lkart isolated habitats of elevated
ecological value (high maquis, Mediterranean s@pes, Mediterranean Salix purpurea
scrub). Many of the Communes (Castiglione Chiavgréée, Ziano Piacentino, Borgo
Priolo) are close to others Communes (Group l)téatan the plain and characterized by
important economic activities. These Communes ar@rgortant source of work for the
residents in this second group of Communes.

The policy to preserve the HSEAs of this group $thawt run into problems, but it would
be useful to promote a better network of the nemesdo be protected as they are rare and
isolated. This network should reduce the territoffagmentation, link the areas with
greater biodiversity and at the same time protexttidespread biodiversity.

The Communes of the third group (among them Feriiethe Province of Piacenza, Varsi
in the Province of Parma, Menconico in the ProvimiePavia) are located on the
mountains (mean altitude 812 m), their territorypractically almost abandoned (14.96
inhab/Knf), with the presence of many elderly people anddoém (Table 4-29). In
consideration of the presence of many HSEAs giverraoe but very isolated habitats
(vegetated siliceous inland cliffs, brachipodiumydoated semidry grasslands) and of the
poverty of these Communes, the environmental pdbclye suggested must be based on a

network of near Communes with the financial helptleg Provinces (Parma, Piacenza,
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Pavia, Genoa and Massa Carrara) or/and of the Rediémilia Romagna, Lombardy,

Liguria and Tuscany).

4.3.3 Providing a ranked list of Communes with Highest Fading Preference for

biodiversity conservation purposes

The goal of this second point is to propose andaegiantitative methodology by which it

is possible:

1) To identify which Communes have the Biodiversitptection Funding priority.

2) To rank these selected Communes according to fudbeservation-management
parameters.

The environmental decision-maker is aware of theega increasing difficulties in finding

sufficient financial resources for nature conseoratHe must focus his attention and,

consequently, his few economical funds on ecologitaations that more than the others

merit considering and defending because of elevedke but also because of risk for their

intrinsic characteristics and for human pressutm@on them.

From an operative point of view, after identifyimgshort list of Communes having the

Biodiversity Protection Funding priority, this sidist can be further subjected to other

criteria in order to rank the remained Communes.

Until now we have used only parameters that ecstegionsider essential to determine the

status of each Commune. Now we move to the peiigpect a environmental decision

maker which have to follow “other” criteria in aramon view of reducing as much as

possible the number of Communes to be funded (anthe total amount of spreaded

resources).

To make this further choice, we must provide a rahKommunes in the short list on the

basis of “other” criteria.

The 4 criteria, chosen at Commune level, are:

a. Species richness (i.e. number of C.B. types in €&whmune).

b. Species abundance (i.e. total number of habitatadh Commune).

c. Abundance of the most abundant specie (i.e. tatadber of habitats for the most
frequent C.B. type in each Commune).

d. Abundance of the least abundant (rare) speciet(tal number of habitats for the

least frequent C.B. type in each Commune).
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With these criteria it is obtained the double go&lmaximizing C.B. habitat types and

habitat frequencies, as well as minimizing the nanmdd Communes.

4.3.3.1 Method "A”: Hotspot Detection method

The main objective is in measuring the so callednding Preferenceé of each Commune.
We are not able to measure it in a direct way. Asoasequence, a set of surrogates
variables which indirectly can “express” this FurgliPreference is needed. Ecological
parameters of habitats previously defined (i.e.l&gioal Value, Ecological Sensitivity,
Ecological Attention and Ecological Fragility) ami@mographic situation of Communes
can better accomplish this role.

Having determined highspot habitats of Ecologicalié (EV), Ecological Sensitivity (ES)
and of Ecological Attention (EA) using Ideal Vectorethod, and having evaluated the
Human Pressure levels (using demographic indicatord the correspondent Ecological
Fragility (EF) ones, we want to find out which Connmes could be better targeted for
funding preference in a perspective of biodiversignservation. In particular, we are
interested in identifying which Communes have avaled number of highspot habitats or,
better, an elevated fraction of area covered by geaticular type of highspot habitats.
This is a problem that is well suited for hotspetetttion using the Upper Level Set (ULS)
scan statistic (Patil, 2002; Pagil al, 2002; Myerset al, 2006b; Patil, Balbust al, 20044a;
Patil, Bishopet al, 2004Db; Patil and Taillie, 2004b).

According to ULS methodology view (see paragraf@),3:ells of the total tessellation (the
study area itself) are the Communes to which is@ated, each time, a variable size (i.e.
total number of habitats or total habitat area)aaable response (i.e. total number of
highspot habitats or their correspondent total Jaesaa realization of some probability
distribution (binomial distribution in the discretddew of highspots’ count and beta
distribution in the continuous one using highspa@ii€a) and the probability distribution,
which is called the response distribution.

The response rate (G-values) that is the ratio &tesgiSize individuates a certain number
of hotspot which is a collection of vertices (iof.Communes), arbitrary shaped, for which
the overall response rate is unusually large. Ththad looks for hotspots from among all
connected components of upper level sets of thpores rate.

For each relevant ecological concept (Ecologicalu¥aEcological Sensitivity, etc.) a
different Response rate that represents the G-vahgewhich describes on the tessellation

of Communes of the area a sort of roof surface @-@alue surface) has been computed.
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The obtained values have been used as the levetdon Commune (i.e. cell of the
tessellation) for this specific concept.
Distinctly we computed the total number of highspot each Commune, as well as the
total number of habitats obtaining the proportiémabitats (G-value discrete surface) that
are previously elected as highspots (respectivelyElV, ES and EA) applying the ULS
univariate approach using the binomial model ofrdhistion. In that particular case the
algorithm seeks contiguous sets of Communes whiove han elevated proportion of
highspots that is statistically significant, i.ejects the null hypothesis that the proportion
of highspots inside the zone (potential hotspos)the same proportion as the proportion of
highspots outside the zone.
Moving to a continuous view of the same problems baen computed the total area
covered in each Commune by highspots obtainingnatij@ proportion of highspots’ area
(G-value continuous surface) applying the ULS unata approach using the beta model of
distribution.
Summarizing the different approaches utilized eawh of the ecological concepts:
1. Ecological Value analysis:

a. Discrete approach: G-value = number of highspatsviber of habitats

b. Continuous approach: G-value = area of highsp@&a/af habitats
2. Ecological Sensitivity analysis:

a. Discrete approach: G-value = number of highspatsviber of habitats

b. Continuous approach: G-value = area of highspated of habitats
3. Ecological Attention analysis:

a. Discrete approach: G-value = number of highspatsviber of habitats

b. Continuous approach: G-value = area of highspated of habitats

Similarly the G-value surfaces on each Communéhefarea according to the concept of
Human Pressure and Ecological Fragility has beempated applying the ULS univariate

approach using the gamma model.

Summarizing:
4. Human Pressure:
a. Continuous approach “Aand “A,": G-value = Multidimensional distance from
Ideal Vector of Human Pressure (using all 6 or and¢iicators 1, 5 and 6);

b. Continuous approach “B”: G-value = population dgnsi
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5. Ecological Fragility:

a. Continuous approach: G-value = ES (continuous) *i#? population density)
From the analysis of these G-value surfaces (reptiggy a sort of “roof surface” upon each
Commune), for EV, ES and EA, we can observe a gli#farence between the results of
the discrete and continuous approach.

Figure 4-22, shows an example referring to Ecollgittention.
In each tridimensionale (3D) map the height of éaommune is given by its real values of
the response ratio, while colours come out fronivesion in 10 equal intervals of the range

of values (dark red is highest interval, light bise¢he lowest one).

DISCRETE CONTINUOUS

Figure 4-22 Tridimensional G-Value surfaces forcdite and continuous approach in Ecological Attenti
Hotspot Detection

Looking at the ULS results we decided to “abanddimé discrete approach since it
produces less meaningful results. Ecologicallg iteasonable, because we are interested in
Communes rich in biodiversity, and this evaluatisrbetter accomplished analysing the
real area involved in worthy (i.e. high) habitatiding the less important ecological
situation of funding Communes with a great numberery small habitats that totally
covers a small fraction of the area.

Each hotspots zone is a cluster of Communes whaeke klevated statistically significant
values of the Response ratio (G-value surfaceleSHotspots are intrinsically contiguous,
we also need the adjacency matrix of the Commumesder to determine the neighbours
of each.

Such Communes are the most plausible candidatesceve funding for environmental
protection.
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The result of each hotspot detection using ULS @gugir carried on these different G-value

surfaces and representing different basic ecolbgiaeameters, produced a certain cluster

of Communes. The identified clusters are the hdasspd/e combined these hotspots of

Communes in order to provide a short-list (or magually reasonable) of most

ecologically worthy Communes on which there shohtd focused the environmental

attention. In fact they are the most suitable fadlversity conservation in the area. In

other words a short list of Communes with the hgghgiodiversity Protection Funding

Preference has been provided.

In practice the ULS software, using each time thesthsuitable model of distribution,

identify High Response Zones (clusters of Commurtes)ing the highest values of

plausibility (i.e. highest values of Log-likelihopdnd that are significant (p < 0.05).

The obtained results identify the Maximum Likelib@one (MLE-zone) and a certain

number of Equivalent Zones (having less log-liketil values but significant in any case).

Two possible approaches are reasonable in ordeteipret the obtained results:

1) Considering only the Communes in the MLE-zone (8tdttly talking identifies the
hotspot).

2) Considering the Relative Hotspot Rating of each @aome (in a sort of Fuzzy logic
view of the results) in all the possible EquivalZones (included the MLE one).

The comparison of the results of these 2 approagiitbsthe G-value surface, reveal that

each of them give only a partial evidence of adl geaks of values presents in the original

response ratio surface and particularly, the Reddtiotspot rating cover the possible usual

lacks of the MLE-zone. So both the approaches edaken into the due consideration

joining their individual results.

We carried out a preliminary shortlist of Commum@seach G-value surface that can be

combined with the others to take into account thiergnt useful surrogates that

contributes to measure the Funding Preferencedevel

Computationally we utilized the above mentioned typroaches at the ULS results to

compose the preliminary shortlists in that way:

1) Considering the top 5 Communes in the MLE-zonergathe maximum possible G-
values;

2) Considering the relative hotspot rating of each @ume in all the possible
Equivalent Zones (included the MLE-zone) and:

a. Retaining only top 5 Communes having the highestgui rating.
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b. Retaining only top 5 Communes having not only hgghelative hotspot rating
but also the highest G-value as possible. in practhere is an iterative
procedure: sort cells using relative hotspot rairey start with the cells at point
(a)); then look at the next one cell and if its @GR is higher than the minimum
of the 5 values actually in the list. remove th@imum and replace it with this
sixth one; sort out the list and compare the vahfesew 5 elements with the
seventh one and iteratively do it until the next&ude is smaller than the 5 ones
in the actual short list.

c. Retaining the top 5 elements in the highest lesbtsvn by the Hasse Diagram
produced using both Hotspot Rating and originalaBues.

According to this we can have 3 different prelinmpnahortlists given by: (1) 1+ 2a; (2) 1 +

2b and (3) 1 + 2c.

These 3 possible lists has been compared withrigeal G-value surface to identify the

best one. Actually the comparison revealed a greasistency in their results allowing us
to decide to retain the Communes present simultestedn each of the 3 ones. The
Communes retained compose our short-list for eaclogical parameter investigated.

For each basic ecological surrogate (EV, ES, EAaB& HP) of Funding Preference are
provided maps of G-value, MLE-zone and of the 3ipieary short-lists (Figures 4-23, 4-

24, 4-25, 4-26, 4-27). The results for Human Pnessising multidimensional distance
from Ideal Vector of Human Pressure (using all ®wlly indicators 1, 5 and 6) as G-Value

have been omitted because no Hotspots have bemtifiat
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Figure 4-23 Ecological Value maps of G-value, MLdie and of the 3 preliminary short-lists.

G-Value Surface MLE -Zone

MLE ( TOP5) + Relative Hotspo Rating (TOP5) MLE (TOP5) + Relative Hotspot Ratinc-iterative (TOP5) MLE ( TOP5) + W-Hasse Level TOP5)
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Figure 4-24 Ecological Sensitivity maps of G-vali#,E-zone and of the 3 preliminary short-lists.

G-Value Surface MLE -Zone

MLE ( TOP5) + Relative Hotspo Rating (TOP5) MLE (TOP5) + Relative Hotspot Ratinc-iterative (TOP5) MLE (TOP5) + W-Hasse Level TOP5)
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Figure 4-25 Ecological Attention maps of G-valud,BAzone and of the 3 preliminary short-lists.

G-Value Surface MLE -Zone

ML E (TOP5) + Relative Hotspo Rating (TOP5) MLE (TOP5) + Relative Hotspot Ratinc-iterative (TOP5) MLE ( TOP5) + W-Hasse Level TOP5)
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Figure 4-26 Human Pressure maps of G-value, MLEezomd of the 3 preliminary short-lists.

G-Value Surface MLE -Zone

MLE ( TOP5) + Relative Hotspo Rating (TOP5) MLE (TOP5) + Relative Hotspot Ratinc-iterative (TOP5) MLE ( TOP5) + W-Hasse Level TOP5)
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Figure 4-27 Ecological Fragility maps of G-valuel EAzone and of the 3 preliminary short-lists.

G-Value Surface

MLE -Zone

MLE ( TOP5) + Relative Hotspo Rating (TOP5)

MLE (TOP5) + Relative Hotspot Ratinc-iterative (TOP5)

MLE ( TOPS5) + W-Hass¢ Level (TOP5)
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Table 4-31 shows the Communes (identified by a rernbithin each preliminary short
list and in the final one for each ecological sgate (i.e. parameter).

Ecological Preliminary Short
1+2a 1+2b 1+2c
surrogate -List
EV 1-2-3-7-8-69-87-94- 1-2-3-7-8-69-87-94- 1-3-7-24-69-87- 1-2-3-7-69-87-87-94-
(continuous) 104-105 104-105 94-104-105 104-105
ES 18-24-44-55-62-69- 14-18-24-44-55-69- 18-24-25-55-69- 18-24-44-55-69-77-
(Continuous) 77-83-85-89 77-83-85-89 77-83-85-89 83-85-89
EA (continuous) 2-8-11-18-24-69- 2-8-11-18-24-69- 9-11-18-24-69-77- 11-18-24-69-77-83-
77-83-86-89 77-83-86-89 83-86-89 86-89
HP 1-2-4-8-15 1-2-4-8-15 1-2-4-8-15-105 1-2-4-8-15
EF 2-4-15-19-24 2-4-15-19-24 2-4-15-19-24 2-4-152419

Table 4-31 Composition of the five preliminary shists for each ecological surrogate (see the) text

Short-List 1: Ecological Attention short-list. Itanalysis and ranking

The first suggested combination to provide the Ifislaort list of Communes is given
directly using the Ecological Attention preliminashort-list. This list underline a certain
number of Communes that are ecologically worth teérdion because of a great part of
their territory is covered by habitats having hi¥ but high ES (High Response Ratio). In
particular this combination identifies 8 differeddbmmunes located in the northern part and
in the south-eastern part of the study area (Figt228).

Until now, these Communes has been detected oirg wdrictly ecological parameters,
but since the have high ES they are only potewgtial risk. To be truly in danger they
should be subjected to a relatively high Human fnes In other words we are particularly
interested in protecting the candidate Commune$ #na under substantial external
pressure, as the highspots in those Communes ategeally fragile and in danger of
substantial degradation.

For this reason we used the results of clusteryaisalon demographical indicators
previously described in order to filter among thB8ommunes which are really in danger
and so worthy to be considered by environmentaisaet makers and subjected to further
criteria of ranking.

The Cluster analysis revealed the presence of sraigroups of Communes.

The spatial distribution of these clusters andrthre2an values for each indicator are shown
below (Figure 4-28 and Table 4-32).
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Cluster number of Communes  Indl Ind2 Ind3 Ind4 Ind5 ndél
outliers 1 6.39 6170 2020.00 118.89 -21.86 -14.02
1 4 48545 4783 274.81 69.69 -9.25 9.55
2 50 101.95 47.39 259.02 70.57 -8.58 17.34
3 33 37.22 5178 455.54 86.52 -15.37 12.76
4 2 19.40 57.72 1621.11 9699 -17.81 5.13
5 16 17.46 56.71 787.89 110.74 -20.06 3.73
6 2 12.37 4553 200.00 4578 -22.23 -21.92

Table 4-32 Mean values of demographic indicatoreéeh demographic cluster.

Demographic Clusters

utliers

Figure 4-28 Spatial distribution of clusters acd@ogdo all 6 demographic indicators.

From Table 4-32, we can observe some interestiragackeristics. It is clear that for
Indicator 1, Population Density, we can see a abeder of the clusters, the clusters are in
order from highest to lowest. Further, the gradai® steep. In fact Cluster 1 has much
higher Population Density than the remaining clisstand Cluster 2 also has much higher
Population Density than Cluster 3-6. Since Popuottatiensity is considered by far the most
important measure of anthropic pressure, we fireddlear ordering of the clusters with
respect to this indicator heartening. Furthermibjestifies the removal of the outlier, since
the outlier has a very small Population Densityd #mus the Commune does not face a

great amount of anthropic pressure. Indicator JyuRdion Rate of Natural Increase, also
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has approximately the same ordering. Indicator®, 2nd 4 seem to give a weak message,
however, it does appear to show that there is eam&se in the value of these indicators for
the later clusters. Finally the analysis of clustenggests us to consider only Communes
involved in cluster 1 and 2.

According to this, only 5 Communes remains: 11,248,77 and 89. Communes 69, 83 and
86 should be dropped out because, even if worttgcofogical Attention, in their territory
the ecologically relevant habitats are not trulganger (Figure 4-29).

These 5 Communes can be subjected to the finaluaimgy the 4 criteria described in the

method section (Table 4-33).

ID NAME Ind1 Ind2 Ind3 Ind 4
77 SOLIGNANO 7 413 237 1
89 ALBARETO 6 209 158 2
11 CIGOGNOLA 4 51 26 4
24 SANTA MARIADELLAVERSA 5 128 47 1
18 MONTESCANO 3 14 8 1

Table 4-33 Values of the 4 further criteria for Bheelected Communes in the first short-list.

Figure 4-29, shows their geographical location ramks.

Municipalities
] high EA but low HP

MONTE::kAEO e Il Worthy to be funded

a% [ Not selected

ﬁ?g"" | s e
S
A '2':‘“"

CICOGNOLA (11)
rank 3

SOLIGNANO (77)

Figure 4-29 Geographical location and rank of then@unes in the first short-list.
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The Cluster analysis technique carried out on atdis 1, 5 and 6 revealed the presence of
main five groups. The spatial distribution of theesters and their mean values for each
indicator are shown below (Figure 4-30 and TabBMi-In this case there are 3 outliers,
two having a demographic situation of high pres§@@nmunes 2 and 105) and one

showing the opposite one (Commune 27).

Cluster Number of Communes Ind1 Ind5 Ind6

1 2 401.56 -10.58 11.68
2 13 179.84 -6.66 19.21
3 21 75.97 -12.2826.84
4 39 55.56 -10.0810.10
5 30 18.62 -19.793.77

Table 4-34 Mean values of demographic indicatorsefich demographic cluster (using only indicatqrs 1
and 6).

Demographic Clusters
Il outliers (high pressure)
| N

.

utlier (low pressure)

Figure 4-30 Spatial distribution of clusters acd@ogdo the main 3 demographic indicators.

With similar considerations to the Cluster Analysising all 6 indicators, this second
analysis of clusters suggests us to consider onimr@unes involved in cluster 1, 2 and 3.
According to this, only 4 Communes remains: 11,28and 89. The only one difference
with the previous Cluster Analysis consists in ghiog out from the preliminary short-list

Commune 77.
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Short-List 2: Ecological attention and Ecologicaligility short-list. Its analysis and
ranking

The second suggested combination to provide thal fshort list is given by the
combination of the Ecological Attention and Ecotadi Fragility preliminary short-list.
This obtained list underline a certain number offdwines that are or ecologically worth
of attention because of great part of their teryiic covered by habitats having high EV
but high ES or because of great part of theirt@nyiis covered by fragile habitat. In other
words this list contains Communes having at leastdf the 3 basic ecological surrogates
which are high and so interesting in a biodiversibnservation view. In particular this
combination identifies 12 different Communes lodasdways in the northern part and in
the south-eastern part of the study area (FiguBt)4-

According to this logic, in some of these Commutiese could be a lack in one of the 3
ecological dimensions and for this reason we stdjethem to a 2 step ranking process
using always Partial Order MCMC method. First waksa Communes in the list using
separately EV, ES and Human Pressure, and theramied them using these 3 ranks
together. This last rank produced a further fittarthe list which allows us to remove the
lowest Communes, since they are not ecologicallytiwoconsidering all the 3 ecological
surrogates. We selected top 9 Communes removing3land 86 (Figure 4-31).

These 9 Communes can be subjected to the finaluaimgy the 4 criteria described in the
method section (Table 435).

ID NAME Ind1 Ind2 Ind3 Ind 4
STRADELLA 4 113 56 9
4 CASTEL SAN GIOVANNI 5 29 11 2
11 CIGOGNOLA 4 51 26 4
15 CASTEGGIO 4 94 49 1
24 SANTA MARIADELLAVERSA 5 128 47 1
69 BORE 7 155 84 2
77 SOLIGNANO 7 413 237 1
83 BERCETO 7 339 234 1
89 ALBARETO 6 209 158 2

Table 4-35 Values of the 4 further criteria for heelected Communes in the second short-list.
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Figure 4-31, shows their geographical location imks.

STRADELLA (2)
RANK 3

CASTEL SAN GIOVANNI (4)

CIGOGNOLA (11) RANK 7

corving  RANKS
SAN QUIRICO (19)

CASTEGGIO (15)

Municipalities
Il Whorty to be funded
[ | Notselected

] not all Ecological parameters high

Figure 4-31 Geographical location and rank of then@unes in the second short-list.

Short-List 3: Overall Ecological Parameters shoist. Its analysis and ranking

The last suggested combination to provide the Bhalrt list is given by a two step process

of combining and intersecting partial short-ligtgst we combined in 3 different ways the

5 ecological surrogates, then we retained onlyGbenmunes in common to these 3. The

procedure is shown below (Table 4-36):

Ecological surrogate Preliminary Short -List Figsep Second Step
9.2.7-60.87-87-94-104- 1)
EV 1-2-3-7-69-87-87-94-104-105 EV-ES-HP
SA.44.EE-GO-77-83.8E. (2)
ES 18-24-44-55-69-77-83-85-89 EA-EF (1)-(2)-(3) intersection
EA 11-18-24-69-77-83-86-89 3)
HP 1-2-4-8-15

EF

oA 1519-94 EV-ES-HP-EA-EF

Table 4-36 Two-step procedure to carry out thedtbivort-list.

This obtained list contains a certain number of @umes that are ecologically worth of

attention according to the 3 basic ecological cptesimultaneously. In other words this
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list contains Communes having the 3 basic ecolbgiuarogates which are high and so
interesting in a biodiversity conservation view.particular this combination identifies 12

different Communes located always in the northemn and in the south-eastern part of the
study area (Figure 4-32).

These 9 Communes can be subjected to the finaluamlg the 4 criteria described in the
method section (Table 4-37).

ID Name Ind1Ind2 Ind3 Ind4
STRADELLA 4 113 56 9
4 CASTEL SAN GIOVANNI 5 29 11 2
15 CASTEGGIO 4 94 49 1
18 MONTESCANO 3 14 8 1
24 SANTA MARIA DELLAVERSA 5 128 47 1
69 BORE 7 155 84 2
77 SOLIGNANO 7 413 237 1
83 BERCETO 7 339 234 1
89 ALBARETO 6 209 158 2

Table 4-37 Values of the 4 further criteria for theelected Communes in the third short-list.

Figure 4-32, shows again their geographical locadiod ranks.

STRADELLA (2}
RANK 4

Mom:j;:;r;o;
S o 4
L
s
b
e

CASTEL SAN GIOVANNI (4)
RANK &

SANTA MARIA DELLA VERSA (24)
RANK 7

Municipalities
Il Worthy to be funded
[ ] Not selected 4

Figure 4-32 Geographical location and rank of tben@wunes in the third short-list.
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Providing a final ranked list of Communes with Higést Funding Preference

The environmental decision-makers needs a finattdisdb composed of Communes that
needs fund for biodiversity protection. Until novewave provided 3 different method to
obtain this final list, but their composition anéferent.

What is needed it is to extract some elements antloege 3 lists using a clear method.
Suppose we want to select among these lists topndn@ines. This is a reasonable request
because 5 Communes correspond to around 5% ohtlve aumber of Communes in the
area (108). So providing a list of 5 we can congide¢he problem solved delivering a final
list to the decision-makers.

What we can do is to threshold each of the 3 &istbe first 5 ranks. Then look at the 3 top
five Communes of each list and see in how many tis¢y occur. First select elements that
appears in all the 3 lists (Communes 77 and 86} thok at the elements that occur in two
of them (69, 2 and 83). Consider that Commune Dlid®ano), disappear in the first list
using the Demographic Cluster Analysis on only rtin 3 indicators: it remains in the
other two lists and so will be retained in the Filst of top 5 Communes. So the problem
has been solved and the list has been provided.

In case a sixth Commune is needed to be chosesmat possible to find a solution among
the remained Communes involved in the 3 short lisisig this approach. To solve the
problem a fuzzy logic approach can help. Accordmthis approach a Fuzzy Partial Order
method (Briiggemann and Patil, 2010; De Baets anii®ger, 2003; Van de Walle, 1995)
through PyHasse software (Briggemanml, 2008) on the remaining Communes (11, 15,
24, 4 and 18) and using the 4 criteria has beefopeed. Choosing an-cut = 0.5 we
obtained the following Hasse diagram (Figure 4-88)ws the presence of 3 equivalent
Communes (11, 15 and 24).

o ° e -

Figure 4-33 Hasse Diagram performing Fuzzy Pa@raler (-cut = 0.5) on 4 criteria.
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Two possible candidates among the 5 have been emdw order to individuate among

the 3 remained Communes the most reasonable céamdidahe sixth position:

1) Look at the values in the w-matrix (i.e. numbercbanges/mismatches determined by
that specific indicator in the Hasse Diagram) todividuate the most
important/influent criteria, and according to ihkathese 3 Communes.

2) Consider all the 4 criteria, and define a resungpindex of them (i.e. the mean value
of the unitized criteria).

Following the first method, the indicator 4 seemsé the most important one in ranking

the Communes. Using only this indicator we obtai@&mbgnola (11) as the most plausible

sixth Communed to be funded (having it the higheslue among the remained 3

Communes).

Following the second method, the 4 criteria (ranigetdveen 0-1) has been aggregated in an

index (Table 4-38):

ID NAME Ind1 Ind2 Ind3 Ind4 Ind1U Ind 2U Ind 3U Ind 4U Index
4 CASTEL SAN GIOVANNI 5 29 11 2 1.00 0.13 0.07 0.330.38
11 CIGOGNOLA 4 51 26 4 0.50 0.32 0.44 1.00 0.57
15 CASTEGGIO 4 94 49 1 050 0.70 1.00 0.000.55
18 MONTESCANO 3 14 8 1 0.00 0.00 0.00 0.00 0.00
24 SANTA MARIA DELLAVERSA 5 128 47 1 1.00 1.00 0.95 0.00 0.74

Table 4-38 Evaluation of the Resumptive Index far 5 selected Communes in the third short-list.

Casteggio (15) has been individuated as the Comrawi@g, among the 3 remained after

fuzzy analysis, the highest value of the index.

4.3.3.1.1Weighting methods

Until now, in all the applications of Ideal Vectdiethod, to all the indicators which
contribute to the calculation of the distance fribva Ideal Vector the same weight (equal to
1) has been given.

When the goal is the construction of an overalleindit is possible, and sometimes
interesting, to give different weights to some grewf indicators in order to emphasize or
to reduce their contribution. For example, in ragkmany environmental units in terms of
their overall ecological value (but it is similarfevery multivariate ecological parameter) a

decision-maker might retain and decide that soneeip indicators, such as belonging to

162



Results and Discussion

some official Conservation Zones, should receiveatgr consideration (weight) in
comparison with all the other indicators.
Weights can be applied if there are in scientifierature enough studies that reveal a
different degree of influence of the indicatorstbe multivariate phenomenon, parameter
or characteristic investigated. Otherwise givindfedent weights means introducing a
strong subjective interpretation to the analysis.
In biodiversity conservation issue (but usually nmany other fields) there is not a
quantitative evidence of this different influendetlze indicators utilized, and consequently
it is not possible, starting from literature, tosess different weights in calculating a
summarized index for a specific ecological multiate parameter (like Ecological Value,
Ecological Sensitivity, etc.).
In this paragraph a certain number of methods tmelelifferent weights for indicators are
described. In all these methods the weights aneatenot using ecological considerations
or evidences but directly from the analysis ofakailable data matrix.
In order to derive weights three different methads shown:
1) Using partial order rankings and evaluating cotretavalues between the ranking
due to the original variables and the MCMC (or LPQhking;
2) Using PCA or POSAC techniqgue and evaluating caiielavalues between the
original variables and the reduced principal congms;
3) Using w-values of Hasse Diagram established byotignal value of the indicators
(or the ranks due to the original values).
We referred to 108 Communes of Study area “B” amceich Commune it is used a set of
3 continuous indicators, eachone representing @fgpecological parameter:
Area fraction of highspot habitats for Ecologicallire;
Area fraction of highspot habitats for EcologicahSitivity;
. Population Density for Human Pressure.
The available dataset has the structure of a mafitix 108 rows (the Communes) and 3
columns (the 3 indicators). These methods can to@lgiapplied using a different data
matrix, with every number of elements describedaby multiple set of indicators. For
example to derive weights of each indicator desugibhe Ecological Value (or Ecological
Sensitivity) of a certain number of habitats, inlerto compute the Ideal Vector distance

avoiding the use of same weights.
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Method 1: MCMC (or LPOM) ranking

This first method has been used not only to dedifierent weights to be applied to the
three indicators in the evaluation of Ideal Vecdtiistance, but also to compare (by the
evaluation of the correlation values) partial ordanking (due to MCMC or LPOM
method) with Ideal Vector ranking without weightsdagiving different weights, and to
compare the two Ideal Vector ranking themselves.

The idea is that if the correlation between thekiragn due to the two different methods
(Partial order and Ideal Vector) - in which scietti of Partial Order and Total Order
theories believe - is high, there will be an agreetrand so a confirmation in the goodness
of these two methods. It is also of interest to if¢ke correlation between Ideal Vector
ranking and partial order ranking increase usimiydd weights for indicators.

The weights have been evaluated as the fractiothéopercentage) of total correlation of
the rank due to each specific indicator as regaedrank due to the 3 ranks using MCMC
(or LPOM method). LPOM method (see paragraph 3.i6.2n approximated method that
can be used alternatively to MCMC method (that nsexact method to evaluate the
ranking) when the number of elements is higher 8@n

This fraction (between 0 and 1) or percentage (betwO and 100) is used as weight for
each indicator. Iterating the method until the v&sgwill stabilize (i.e. no significant
modification of the weights occurs) it is possiteobtain more refined weights.

The analysis has been performed not only to theativeumber of Communes, but also in
detail for two Provinces of the area. The chosemviRces are Parma and Piacenza. In
particular the iterative method of deriving weightas been applied on Communes
belonging to these two Provinces.

So, as an example, in the overall Area “B”, theghieifor Ecological Value (\&), has

been computed in this way:

W = Corr(Rank,, — Rank .., )
® Cor{Rank,, — Rank p,, )+ Cor{Rank. — Rank ,.,, ) + Corr(Rank,, — Rank .., )

With current values has been obtained:

Wey = 0.645 / (0.645+0.579+0.604) = 0.645/ 1.828 58.3
Similarly can be evaluated the weight for the otiner indicators.
The results are shown in the 3 following Table9444840 and 4-41.:
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Oltrepo Pavese (Area “B”)

Ranky Ranks Rankp Rankpom Rankynoweignts Rankvweignts

Rankey 1 0.129  0.216 0.645 0.831 0.850
Rank:s 0.129 1 -0.037 0579 0.550 0.524
Ranlkep 0.216  -0.037 1 0.604 0.390 0.387
Rank powm 0.645  0.579  0.604 1 0.891 0.882
Rankynoweights 0.831  0.550  0.390 0.891 1 0.999
Rankyweights 0.850 0.524  0.387 0.882 0.999 1

Table 4-39 Correlation matrix between the rankiog tb the two different methods (Partial order ktghl Vector) in study area “B”.

Parma Province

Ranky Ranks Rankp Rankicmc RanKnoweights Rankivweights Rankyweightsstailized

Rankey 1 0.382 -0.176 0.574 0.676 0.626 0.697
Rank:s 0.382 1 0.456 0.779 0.815 0.888 0.876
Rankp -0.176  0.456 1 0.629 0.518 0.535 0.447
Rankcmc 0.574  0.779  0.629 1 0.935 0.929 0.909
Rankynoweights 0.676  0.815  0.518 0.935 1 0.974 0.974
Rankyweights 0.626  0.888  0.535 0.929 0.974 1 0.982
Rankyweightsstabilizec  0.697  0.876  0.447 0.909 0.974 0.982 1

Table 4-40 Correlation matrix between the ranking tb the two different methods (Partial Order btehl Vector) in Parma Province.

165



Results and Discussion

Piacenza Province

Ranky Ranks Rankp Rankicmc RanKnoweignts Rankivweights Rankyweigntsstabitized

Ranky 1 0.076  -0.171 0.531 0.479 0.374 0.182
Ranlks 0.076 1 0.386 0.729 0.765 0.871 0.936
Ranlkep -0.171  0.386 1 0.496 0.436 0.430 0.535
Rankucmc 0531  0.729  0.496 1 0.892 0.874 0.827
Rankynoweights 0.479  0.765 0.436 0.892 1 0.968 0.907
Rankyweights 0.374 0.871  0.430 0.874 0.968 1 0.956
Rankvweightsstabilizec  0.182  0.936  0.535 0.827 0.907 0.956 1

Table 4-41 Correlation matrix between the ranking tb the two different methods (Partial Order ltehl Vector) in Piacenza Province.
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The obtained results show a general high positemeetation (always more than 0.8)
between Partial order ranking (due to LPOM or MCM@Y Ideal Vector ranking. Despite
of our expectation, using weights the correlati@een Partial Order ranking and Ideal
Vector ranking remains high but decrease, alsogusiie iterative procedure in the two

analyzed Provinces.

Method 2:PCA and POSAC technique

Similarly to the method 1, PCA or POSAC technigoas be applied in order to reduce the
number of variables essentially in two main cocatis (having different properties as
explained in paragraphs 1.5.3.1 and 1.5.3.5). Uaingys the 3 continuous indicators for
the total number of Communes in study area “B”séhenvo coordinates using PCA and
POSAC (Figures 4-34 and 4-35) have been evaluaigdheen the 2 values using these two
new coordinates has been computed for each ComnBBynesing the two components
values, for each Commune can be derived a mear ddtaining at the end 3 different
values (component 1, component 2 and mean valikeofwo components). This set of
triple values for all 108 Communes has been usexiatuate the 3 correlations with each
original indicator. The correlation values are usedenerate 3 different weights similarly
to the procedure described in method 1 or, alterelgt can be chosen an average of the 3
obtained weights as the new weight for each origindicator.

The PCA and POSAC plots using main two coordinateggiven (Figures 4-34 and 4-35):
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Figure 4-34 PCA Profile Plot.
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Figure 4-35 POSAC Profile Plot.

Method 3: Hasse Diagram method

A third possible method consists in using as waigthte w-values (i.e. measure of
mismatches/changes in the Hasse Diagram due to iedatator) of the indicator’ set

defining the Hasse Diagram. Similarly to the pragedfollowed in methods 1 and 2 (by
using correlation values), in this case each weatudivided by the sum of all the w-
values due to each indicator (in our case are Xhfbee w-values and weights for the 3

continuous indicators using the 108 Communes o8 AB?2 are provided (Table 4-42):

ES EV HP Total
w-value 1052 1545 1425 4022
weights 0.26 039 0.35 1

Table 4-42 W-values and weights for the 3 contirsliodicators using all Communes of Area “B”.
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4.3.3.2 Method “B”: Partial Order Method using Hasse Diagna

An alternative method to rank the 108 Commune$®fArea “B”, defining their “Funding
Preference” is described in this paragraph. Atehd, it is interesting to extract the top 5
Communes (representing around the 5% of the tatalber) because they are the most
worthy Communes to be funded for biodiversity conagon purposes.
In this case, and also in method “C” each Commuaseldeen qualified by 3 different data
matrices, in order to investigate Ecological Vallggsological Sensitivity and Human
Pressure levels of each Commune. In fact the isttesealways in combinations of High
Ecological Value, High Ecological Sensitivity anégH Human Pressure.
In particular has been utilized:
9 indicators of Ecological Value (each of them eae#td as the mean value weigthed
on area of all the habitat belonging to the Comnjune
9 indicators of Ecological Sensitivity (each of hesvaluated as the mean value
weigthed on area of all the habitat belonging se@ommune);
6 demographical indicators to describe the Humassdtire on habitats of each
Commune.
Determined for each indicator its contribution (@s or negative) respectively to its
specific parameter (EV, ES and HP) and having teckrall the indicators in the same
direction, eventually reversing some of them, 3 ddaBiagram has been obtained using

PyHasse software (Figure 4-36).

o0

2

il -;.'« I

compar.: 10720, incom p. 4706.0. eqrel [based on obj.setl: 0.0 compar.: 2456.0, incomp. 3322.0, eq.rel [based on obj.set]: 0.0
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Figure 4-36 Hasse Diagrams obtained using indisa&spectively of EV(9), of ES(9) and of HP(6).

For each Hasse Diagram a certain number of levats been revealed. The top level
contains Communes (i.e. maximal elements) withtgetanterest in conservation purposes
according to the specific ecological parameter ictamed. On the contrary, elements in the
last level has the lowest ecological interest (madielements).

The Hasse Diagram due to ES is of interest. In itacveal a very low number of levels
and it means that, among the Communes, the utiizedicators produce a lot of ties (as a
consequence of many incomparabilities).

The next step aims to put together the 3 ranksymedl separately by indicators of each
ecological parameter (using LPOM method). In thesspective an Hasse Diagram like the
one obtained using all 9 indicators of EcologicahS§tivity will not affect in a consistent
way the final Hasse Diagram that considers all3iparameters. In particular it means that,
introducing the rank due to all ES indicators, Hteucture of the final Hasse Diagram
doesn’t change too much compared with the Hassgr&na produced only by rank of EV
indicators and rank of HP indicators.

This structure of Hasse Diagram of ES suggestdatiaigprobably an indicator affected too
much the Ecological Sensitivity system. Being tbenpactness the only one indicator that
contributes negatively to Ecological Sensitivityshaeen tried to remove it. Two Hasse
Diagrams of ES using all 9 indicators and using/@indicators (removing Compactness)
has been compared to see if something change @dhemunes order.

First of all the Hasse Diagram of ES using onlp@c¢ators has been derived (Figure 4-37).
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low

compar.: 3118.0, incomp. 2660.0, eqrel[based on obj.set]. 0.0

Figure 4-37 Hasse Diagram due to Ecological Seiitsitiusing only 8 indicators.

Comparing this new Hasse Diagram (HD) with the [ney one it is graphically evident
that the number of incomparabilities decrease gdimgr an higher number of levels.
Probably this different configuration of HD due @@ht Ecological Sensitivity indicators
will affect more the configuration of the final HBerived using the 3 separated rank
produced by each ecological parameter.

To quantitatively demonstrate this last assumpgwoximity analysis has been performed
(see paragraph 3.1.2).

Using the proximity analysis the structure of HDa(Rey; Rankyp) has been compared
with the HD (Ranky; Ranksey Rankp) and the HD (Rank/; Ranlksiy Rankip) ones.

To evaluate the similarity of these HDs, a spedifiol in PyHasse software has been
utilized. The software calculate, for each cougdleampared HD, the matching previously
described and divided in 4 behavior classes (iggtantitone, weak isotone and indifferent)
(see paragraph 3.1.2). In that case the interesialy in demonstrating that the isotone
degree decrease comparing the HD (RaniRankp) with the total HD in which the
Compactness has been removed. Also the degreetitdth@nmust be analyzed., because
gives useful information about the general behavaflES indicators compared to EV and

HP ones.
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The HD of the 3 configurations and the results afxpmity analysis are given (Figure

4-38).
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7, 17, 26, 43, 94104 and108 In bold are underlined the Communes presentd the 3
Hasse Diagrams.

Isotone Antitone Weak isotone Indifferent Ideati(Equals)

HD (EV;HP) Count 6448 0 0 5108 0
Vs

HD (EV;ES(9);HP) Fraction 0.56 0 0 0.44 0

HD (EV;HP) Count 5188 0 0 0.55 0
Vs

HD (EV;ES(8);HP) Fraction 0.45 0 0 0.55 0

Table 4-43 Comparison of Isotone, Antitone, Wealtaee, Indifferent, Identical (Equals) degrees afske
Diagrams maintaining or removing the Compactnessthia indicator set of Ecological
Sensitivity.

The Table 4-43 quantitatively confirm what has bespposed. In fact removing the

Compactness indicator in Ecological Sensitivitye thotone degree decrease and it means

that HD due to EV, HP and ES using only 8 indicaiisrless similar to than HD due to EV,

HP and ES using all 9 indicator to the HD due dolf{eV and HP. In practice, the HD due

to all the ES indicators not affected the finalutes because the Compactness indicators

produced a lot of ties that have the consequenicesumtering the effect of ES parameter

in the analysis.

Summarizing, the proximity analysis underlines twain aspects:

1. Ecological Sensitivity using all 9 indicators hasry low influence in determining
Communes ranking than EV and HP;

2. There are no conflicts (i.e. antitone degree id)rahd so ES indicators doesn’t
produce any contradiction on relations based oraBYHP alone.

In practice, the influence of an HD that shows akverder with many ties (that is the case

of using 9 indicators of ES) on an HD that showseak order with a low degree of ties —

I.e. with many levels — (that is the case of usinty EV and HP indicators), is more or less

null and the resulting HD with all the 3 ecologigarameters produce an HD similar than

the one using only EV and HP indicators. On thereoy, having the HD due to only 8 ES

indicators a low number of ties, the original ordiee. HD) based only on EV and HP

parameters is remarkably affected by ES.
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As result of the proximity analysis, to extract i 5 Communes in the study area, has

been considered the Hasse Diagram derived usingdatiators of EV, all indicators of HP

but only 8 indicators of ES.

The candidates for the top list must be searcheshgnthe Communes in the top level of

the generated Hasse Diagram. Candidates are 8 Cwoesmioaving the following id

number: 4, 7, 17, 26, 43, 94, 104, 108.

Similarly to the final step of method 1, it is nesary a further set of indicators (see

paragraph 4.3.3) to order the remained 8 Communébkat case only the first 3 (among 5)

indicators has been utilized and the table witla dagiven (Table 4-44):

C.B. Types

Total C.B. Most frequent C.B.

17
26
43
94
104
108

5

AN WA W WN

29 11
6 4
24 14
7 4
13

12 7
174 79
7 3

Table 4-44 Matrix of maximal objects of the HD(RankRanksg, Ranks) and three further ecological

criteria.

The obtained Hasse Diagram (Figure 4-39), showarlglehat the best Commune is

number 104.

Figure 4-39 Hasse Diagram of the remained 8 Commuab&ined using criteria in Table 4-43.
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The relative sensitivity of the HD to the 3 indizet is given by the w-values that are:
W(ind;)=4, W(ind)=0, W(ind)=4.

It is to remember that higher values in the w-mxatneans higher sensitivity in the final
ranking due to that specific indicator having higtvalue. In fact this w-value quantify the
differences/changes (i.e. mismatches) that camiedfin the HD removing each time that
specific indicator.

In that case indicator 1 and 3 are the most infiakones. Removing in a first moment
indicator 1 and secondly indicator 3 the HD assuthes two different shapes showing
something a little bit different (Figures 4-40a ahd0b):

4

Figure 4-40a and 4-40b Hasse Diagrams obtainedviagnoespectively the first and the third criterium

Also, it is useful to compute all the possible &nextensions (maximum possible number
is n! where n is the number of objects) in orderdarive the probability matrix and
generate the rank probability plot (based on thenber of times that each object has a
certain position in the linear extension). The pioibty plot is given (Figure 4-41):
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Ranking probability plot
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Figure 4-41 Rank Probability Plot of the 8 remai@ammunes due to the three further criteria.

Looking at this plot, it is clear that the most #ingr Commune to be funded is number 104.
Finally the LPOM average rank can be computed\e gilinear ranking of the objects:
According to this average rank the top 5 Commumesi®4 (AvRank = 8), 4 (6.6316), 17
(6.0526), 43 (4.9474) and 94 (4.1053).

4.3.3.3 Method “C’: Salience and Primacy method

It is not uncommon for different kinds of considéras to enter into a prioritization
context. Each consideration can have a constellationdicators, and these constellations
may be complementary or conflicting. In that ca#es to explain method 2, over an
administrative division of Communes is availablecanstellation of indicators that
describes their ecological and demographical stnatEach Commune has a suite
(constellation) of indicators for ecological val(® and another for ecological sensitivity
(9) derived by computing mean value weigthed om arfeall the habitat belonging to the
Commune. Additionally, each Commune has a constatlaof indicators that speaks to
Human Pressure (6) on the natural elements (ilgtatg). One situation of interest is to
determine Communes where there is high ecologi@iaievthat also has high sensitivity in
company with high human pressure. Such communesdvimicandidates for what might
be called conservation crisis intervention throwggecial funding programs. The data
covers 108 Communes belonging to Study area “Bf, itnich only what emerges

analytically from the data is described.
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One of the interesting aspects of this particulantext is that ecological value and
ecological sensitivity can be seen as having soongptementary sense. However, human
pressure generally tends to be the bane of theogical aspects, and thus primarily
conflicting with regard to indications. Howevereth can be situations were ecological
elements are imbedded in zones that otherwise ghehuman pressure. Such imbedding
can be as parks, preserves, sanctuaries, or lacalséapes that have a topographic
character that is more conducive to tourism thamdtlustrial, commercial or residential

development.

Ecological Value Indicators
Nine indicators of ecological value were providadl, of which were viewed as being
positively indicative. For the present analysideaision has been made here to drop two of
these due to preponderance of zeros. One of tlememed percent in protected areas, and
the other concerned involvement in conservatiomsaréhe remaining seven were place-
ranked, with the first entry in the dataframe adqa ranks being the identification number
for the Commune. From this, a pairs() plot of theks was prepared as follows (Figure
4-42). -
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Figure 4-42 Pairs plot for seven place-ranked Egiold Value indicators.
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It can be seen that several of indicators are glyonorrelated, and Vertebrates rarity
indicator will have a special influence by virtueits partial stratifying effect.

The correlation matrix for the ranked Ecologicaliéadata is (Table 4-45):

Indicator 1.1 1.2 1.3 1.4 15 1.6 1.7
1.1 Vertebrates richness 1 0.533 0.456 0.84®38 0.964 -0.003
1.2 Rarity 0.533 1 0.247 0.372.543 0.520 -0.103
1.3 Vertebrates rarity 0.45630.247 1 0.4460.270 0.471 -0.006
1.4 Soil roughness 0.840 0.372 0.446 1 0.883820 0.380
1.5 Suitability for vertebrates at risk0.938 0.543 0.270 0.833 1 0.899 0.102
1.6 NDVI 0.964 0.520 0.471 0.82®M.899 1 -0.016
1.7 Size (ha) -0.003-0.103 -0.006 0.380 0.102 -0.016 1

Table 4-45 Correlation matrix for the ranked EcdatagValue data.

Indicator 1 is strongly correlated with indicat&rsnd 6, and is also substantially correlated
with indicator 4.

Ecological Sensitivity Indicators

There were again nine indicators provided for egiolal sensitivity. Eight of these were
seen as positively indicative, and one as coungicative. For present purposes, a
decision was made here to drop one of the indisatae to a preponderance of zeros. The
remaining positive indicators were then place-rankad the counter-indicator was given
regular ranks — this latter being the second indicaPairs plots were then prepared as
follows and depicted in Figure 4-43.

From Figure 4-43 it can be seen that the reoriematf indicator 2 did not make it
consonant with the others, and that it is veryragghp correlated with indicator 1 as shown

in the correlation matrix for ranks that followsu®to this contrary character of indicator 2
along with its informational redundancy to indiaato(Table 4-46), it has been decided
here to drop it. Dropping of indicator 2 leaveseseindicators for Ecological Sensitivity.
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Figure 4-43 Pairs plot for place-ranked Ecologisansitivity indicators, the second of which is oatried
forward.

This is a like number to that for ecological valiée last indicator is strongly correlated

with two of the other remaining indicators (Tabld ).

Indicator 2.1 2.2 2.3 24 25 2.6 2.7 2.8
2.1 Fractal Coefficient of perimeter 1 -0.998.631 0.923 0.871 0.989 0.771 0.990
2.2 Circularity Ratio of area -0.993 1 -0.618 -0.946 -0.860 -0.985 -0.785 -0.977
2.3 Species of vertebrates at risk (IUCN) 0.631 -0.6181 0.588 0.687 0.627 0.442 0.643
2.4 Nearest Neighbour Index 0.923 -0.946.588 1 0.778 0.906 0.787 0.901
2.5 Average slope 0.871 -0.859.687 0.778 1 0.862 0.624 0.884
2.6 Landslide index 0.989 -0.9850.627 0.906 0.862 1 0.740 0.982
2.7 FPI 0.771 -0.785 0.442 0.787 0.624 0.740 1 0.752

2.8 Orientation compared to the main wind directioch990 -0.977 0.643 0.901 0.884 0.982 0.752 1

Table 4-46 Correlation matrix for the ranked EcatagSensitivity data.

For purposes of salient scaling to be conducteel,stibstantial redundancy in both the

ecological value and ecological sensitivity corlateins of indicators does not entall
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impairment to the prioritization process. It shquidwever, be noted for whatever further

work may be done in this context.

Human Pressure Indicators

Six indicators were provided for human pressuréh whree being directly indicative and
three being counter-indicative. Place-ranking wasliad to the three direct indicators, and
regular ranking was applied to the three countdieators. Thus, better-placed cases have
lower rank numbers for all indicators. Pairs phlasre produced as follows and appear in
Figure 4-44.
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Figure 4-44 Pairs plot for Human Pressure indicaflmw rank values reflect high Human Pressure).

Indicators 2 and 3 are very strongly correlatedes in the following matrix (Table 4-47).

Indicator 3.1 3.2 3.3 34 35 36

3.1 Populationdensity 1  0.669 0.642 0.700 0.656 0.438
3.2 Mean age 0.669 1 0.982 0.922 0.781 0.407
3.3 Ageing rate 0.6420.982 1 0.889 0.770 0.398
3.4 Dependencyratio 0.7000.922 0.889 1 0.719 0.364
3.5 Naturalincrease 0.658.781 0.770 0.719 1 0.341
3.6 Net migration rate 0.438 0.407 0.398 0.364 0.341 1

Table 4-47 Correlation matrix for the ranked HunRPaassure data.
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Salient Scaling

Salient scaling is next conducted for each corstelt separately using the Salient function
derived from Salience Theory (see paragraph 3.1T3)e ten most salient cases
(Communes) are listed for each as returned dirdotign the function. A dataframe of
salient scale values arranged in case order ispkypared for use in cross-comparisons

among the constellations (Table 4-48).

Salient EV Salient ES Salient HP

Case ID Salient|Case ID Salient|Case ID Salient

[1] 108 36.00| [1] 26 10.00| [1] 4 29.00
2] 7 4200| [2] 43 13.00| [2] 39 30.00
3] 19 52.00| [3] 94 14.00| [3] 104 31.00
[4] 101 53.02| [4] 40 15.00| [4] 108 35.00
[5] 18 54.00| [5] 58 15.02| [5] 43 43.01
6] 11 60.00| [6] 18 18.01| [6] 17 48.00
[71 33 61.02| [7] 33 19.01| [7] 51 51.00
8] 105 62.02| [8] 41 27.07| [8] 20 51.03
9] 9 64.02| [9] 17 29.08| [9] 8 52.00
[10] 6 69.00| [10] 19 30.05| [10] 94 53.00

Table 4-48 Salient scale values of the ten mosr#aCommunes for each constellation of indicat®Ys(ES
and HP)

Perusal of the top-ten listings show that humarsqunee has one case in common with
ecological value and three cases in common withogaal sensitivity. However, there is
no case that appears in all three listings. Prangaslith cross-plots of case-ordered salient
scores, Figure 4-45 shows human pressure in reléicecological value with commune

108 being strongly salient in both respects.
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Figure 4-45 Salient scores of Human Pressure vérsomgical Value.
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Plotting salient scores of human pressure and gwalb sensitivity in Figure 4-46
highlights the three cases (43, 17 and 94) notédaristings, along with case 33.
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Figure 4-46 Salient scores of Human Pressure vé&sological Sensitivity.

Salient scores for ecological value and ecologseaisitivity are plotted together in Figure
4-47. This highlights 18, 19 and 33 which appearethe top ten for both, along with 7

which appeared in the top ten only for ecologicdle. Notably, case 33 is also highlighted
in the relation of human pressure to ecologicakgity. Thus, case 33 has prominence in

all three regards.
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Figure 4-47 Salient scores of Ecological Sensitivigrsus Ecological Value.
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Pairs plots are frequently helpful in visualizinglltiple interrelations. This can be obtained
by binding together the three salient scoringsotting as in Figure 4-48.
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Figure 4-48 Pairs plot of salient scores for HurRaessure, Ecological Value and Ecological Sensgjtivi

One further avenue for continuing the investigai®to bind together the ecological value
indicators with the ecological sensitivity indicegofor joint scoring on a salient scale
(Table 4-49).

Human pressure can then be plotted against thé $ailent scores for identifying the
interesting elements as in Figure 4-49. This reode a focus on the commune identified as
number 33. Commune 17 also appears from the topstsnfor both human pressure and

ecological sensitivity.

Because of the overall oppositional nature betweeology and human pressure with
human pressure tending to pose threats to ecolbggakes less sense to extract joint
salient scaling for all three. One should neverelaght of sensibility in pursuing

prioritization.

183



Results and Discussion

Salient EV-ES

Case IDs Salnt

[1]
(2]
(3]
[4]
[5]
[6]
[7]
(8]
9]
(10]

19
18
7
33
105
9
11
6
25
1

54
56
58
62
67
71
71
77
77
79

Table 4-49 Joint salient scores for Ecological paters (EV and ES)
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Figure 4-49 Plot of salient Human Pressure vermins $alience for ecology.
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5 General conclusions

The progressive biodiversity loss is one of thedemt and more dangerous aspects of the
environmental crisis that regards all the world.idtusually coupled with the world
population growth. Human needs correlated to teimaraphic growth must be balanced
by a necessary environmental protection and edpediy an attentive biodiversity
conservation or management.

In Italy, in agreement with the Law 394/91 on Pctéd Areas, the conservation of each
naturalistic unit must be located in the generatitaial planning background. The
planning and coordination of conservation actiond the valorisation of the naturalistic
patrimony according to the collective needs isantfassigned to the community and its
representatives.

In the last decade, the majority of the Italianipieeral administrations, have collected and
filed a large amount of ecological-environmentatiadand information regarding their own
territory.

What is really important now is that environmentidcision-makers of the different
peripheral administrations decide to share databasd analysis methodologies with the
common aim to preserve the biodiversity of the Gouthrough appropriate forms of
planning at the landscape scale.

It is really necessary that the environmental decisnaker is aware of these problems and
has at his disposal not only updated databaseslbat methodological instruments to
examine carefully each individual case so as te &blarrange, in advance, the necessary
steps to withstand the foreseeable variations i@ ttends of human pressure on
conservation zones.

The methodological contribution of this Thesis meigathe integration of statistical
methodologies in order to test and propose quéngtatools which can help the
stakeholders in taking decisions that seem ratidraaisparent and effective.

More in detail the obtained results seems to bg \@eresting from different points of

view (see Chapter 1):

1. Habitat ranking methodologies comparisons

It has been developed and experimented a quawgitatethodology which integrates the
information deriving from sets of ecological indioes (i.e. Ecological Value and

Ecological Sensitivity) in order to rank habitatsdaso to identify ecologically critical
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habitats worthy to be protected (called Hotspot€Eoblogical Attention). An important
aspect of the proposed methodology concerns thesesary preliminary analysis of the
indicators that convey the ecological informatiém.effect there is a diffuse tendency to
collect a lot of indicators without asking if alleareally necessary. In this Thesis all the set
of indicators has been subjected to a Redundan@&jysis to clarify if the indicators are
statistically orthogonal and therefore all necegs@his result has great consequences at
economic management of biodiversity monitoring leVee monitoring costs of using two-
three really necessary ecological indicators ameawerage, much more smaller than those
which utilize 10-15 indicators characterized byhagh degree of redundancy.

The first method here used, the Ideal Vector omas, lieen compared with a Partial Order
ranking method: This last, chosen at habitat lev&llysis, is called Salience method (i.e.
Subordination and Dominance). It is to worthy tdenthat the common limit of many
Partial Order softwares resides in the maximuml tatanber of objects that can be
compared. Salience is one of the few Partial Onmiethods with very high “count
capacity”.

Ideal Vector method is based on the aggregatiavailable indicators in one index (e.g. a
multidimensional distance). The most frequent cnitioved to this type of methods based
on the aggregation concerns, first of all, the slas information” in the process of
summarizing and secondly the presence of subjectwmsiderations in giving weights to
the original indicators when the index is to be posed. The risk is to generate an overall
index which doesn’t represent really “anything”offr this point of view, the Ideal Vector
has been built in order to reject these criticismseffect its procedure can be identified in
two separated steps. In the first step Ideal Vetiethod generate an index which, broadly
speaking, seems to “hide” the original indicatdBsit hiding doesn’'t mean necessarily
loosing the information. In Ideal Vector index ritsuare not simply scores to rank habitats
but represents a measure which has a clear ecalogieaning. It represents the
multidimensional distance from the Ideal habitate.(ithe habitat having the best
performance in each indicator according to the iciemed ecological feature) for that given
area. The second step of the Ideal Vector methggalegards the necessary identification
of the habitats which are more interesting for th&tological Value (E.V.) and/or their
Ecological Sensitivity (E.S.). The necessary infation regarding the original indicators is
recovered performing a Multiple Discriminant Anag/eamong the quintiles (of Value or
Sensitivity). Usually during this phase scientistsncentrates on the First Discriminant

Function to understand which are the most influegmendicators. This simplification can
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produce sometimes a loss of information particuldrithe First Discriminant Function
explain less of the 90% - 95% of the total syst@mability.

The final identification of HSEAs is then obtainedtracting habitats being in the best
quintile (i.e. top 20% of habitats) for both ecatad dimensions (EV and ES).

It is already worthy to note that Ideal Vector nueths not only transparent and relatively
easy to perform, but is also very flexible. Thisthoel gives the possibility to use different

weights for eachone of the indicators.

Contrary to Ideal Vector methodology, Salience rodtldoes not aggregate the original
indicators but accepted to loose, at the beginnangsertain fraction of information
transforming the original data in ranks. This tfan®ation entails the loss of the distance
among the elements (i.e. habitats) to be rankeatr@cy to the Ideal Vector methods which
preserves distances among objects). This aspealves/a certain loss of information in the
sense that two objects can be next in ranks buy Y&r according to the original
measurements, or vice versa. Salience method,zeagilitwo informative “views”
(Subordination and Domination). Domination and Sdbwtion are complementary
constructs, but do not generally give the samelteeddembers of the same status level (in
both “views”) are intrinsically incomparable due tioe indicator conflicts (i.e. lack of
consensus in indicators). As a consequence, nditleeDomination view alone nor the
Subordination view alone gives sufficient discriation among the objects (i.e. the
habitats). The plot obtained coupling the domimatend subordination views can be
analyzed to derive useful informations in habitatitrdimensional position but the lack of
consensus among the indicators will lead to sadiesets which have low discriminatory
power. Usually this lack increases with the nundfeindicators. Salience plot so obtained
is very clear in the upper-left corner (i.e. obgewith greater consensus on superiority and
lower consensus in inferiority) and in lower-rigitie (i.e. the opposite tendency). The best
habitats occupy the upper-left corner with highesigrity and low inferiority, whereas the
more inferior ones occupy the lower-right cornegtsshaving complete consistency for the
two view appear on the upper-left to lower-righagbnal. In the middle part of the plot the
results are not so clear. Fortunately, for our psgs, we are interested in habitat that
occupy the upper-left corner (i.e. having greatsemsus on superiority and low consensus
in inferiority both for Ecological Value plot andc&logical Sensitivity plot) and so this

result does not generate problems.
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Salience method also needs a discriminant andlyslerive most influential indicators and
in order to compare it with the results obtainethgighe Ideal Vector methodology. On
contrary of Ideal Vector method, being the “Salemeessage” not clear in the central part
of the plot, it is possible to compare only twomaximum 3 groups of habitats (habitats
belonging to the upper-left corner, to the middéet@and to the lower-right corner of the
plot). We decided to utilize two groups of habitdte best habitats (located in the upper
left corners) and all the remaining ones. As consage, the Discriminant Function explain
the totality (100%) of the ranked information withi@ny further loss.

Summarizing: while the Ideal Vector method looseditite part of the information
conveyed by the original indicators, the Salience accepted to sacrifice a part of it at the
starting point transforming the original valuesranks. The preferential choice between
these two methods probably resides in the spat@bgical traits of the study area.
Probably, the first method (ldeal Vector) can befgmentially used in environments
characterized by high spatial heterogeneity. Ieatffbeing great the distance among the
natural units (i.e. habitats) inside these hetaregas areas it is not advisable to transform
original values of the indicators in correspondmagks. This transformation looses too
much information. On the contrary, the Saliencehoeétis probably to be preferred in
ecological environments having a low degree ofiap&eterogeneity (i.e. homogeneous
ones) because, in that situations the originalad# among the habitats is more or less

equal and so a transformation in ranks doesn’taffe distances themselves.

2. Coupling demographical data with ecological parameirs on conserving habitat

biodiversity in an administrative context.

ltaly is one of the most densely populated coustiieEurope (189.1 inhab/Kinbut also it

is the european country having the highest valued®iadiversity. It seems not only
reasonable but necessary to introduce, in an éxplmy, the demographic data in any
policy of biodiversity conservation. It is alreadiear that the interesting information is
contained not only in indicators of state (whicleey the actual demographical situation)
but also in indicators of demographical trend. fiea the demographical tendencies of the
human pressure (represented clearly by the demloigraqulicators) are of great interest for
the environmental policies involved in the ternigbrplanning. What will happen in the
future is the basic attention in evaluation studeesl this previsional aspect and the
consequent ecological monitoring and early warniisg better accomplished by

demography. The use of demographical data coupiédewsological ones for the direction
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of the environmental planning is not much spreath@scientific literature. One of the first
examples is given in the Map of Italian Nature Bcomethodology.

In this Thesis it has been proposed and tested thoa@ogy which, using a set of
demographic indicators both of state and trendplembiwith ecological ones, has provided,
two types of results: on one side it provides glings that helps the decision-makers in
their choices for landscape management and bialiyaronservation, on the other hand it
identifies and ranks the most ecologically worthgmanistrative partitions to receive
funding from Central Environmental Decision-makdr®e. National Ministry of the
Environment).

In both cases the aim is to help the environmeatgalsion-makers in their choices, but in
two different ways. While the first procedure (igeving guidelines) has only the aim of
driving the stakeholders’ choices without consiragntoo much their decisions’ freedom,
in the second attempt (i.e. providing a rankingCaimmunes having higher “ecological
funding preference”) it is suggested, in a clead aansparent way, which Communes are
more worthy to be funded. It is worthy to note thfare is an high probability that this
same suggestion might be rejected by the Italianisaba-makers because most of them
wrongly feel this type of result as too bindingitHeolitical freedom”.

In both cases it is required to move from a natacallogical partition of the territory (the
habitat) to an administrative one (the Commune)s Togical need forces to face with
practical problems in allocating habitats and thelative ecological information inside the
Communes. There are mainly three problems of infdion conveyance on which it has
tried to give solution in a rational way: (i) how allocate habitats inside Communes; (ii)
how to manage with Communes on the boundarieseostiindy areas; (iii) how to use the
ecological information available at habitat lewelthe administrative one. According to the
specific analysis implemented, it has been tridtegint reasonable technical solutions to
these problems (see Chapter 4 — Results and Disnliss

For what concerns the first goal of this type oblegical-demographical analyses, it is
worthy to underline that because of the currenteiasing human pressure on the Italian
territory, it is not unusual that in many Italiaegions some areas with high ecological
value may experiment, in the near future, oppogéstiny: some will undergo a strong
increase in human pressure with unlikely evitablensequences on the landscape
conservation and quality of life; others will riskmplete abandonment of the territory and
only a cautious policy will be able to avoid or igdtte the negative effects of the

abandonment. Starting from this observation, pdéssimanagement guidelines for
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conservation policies has been suggested accotditige specific actual (and tendential)
situation of each Commune. In this analysis thelogpoal parameters has been used
directly at habitat level without summarizing thatra Commune level.

The main and most meaningful goal is to have fatube attention not only on that
situations of high and increasing human pressuoe (@ overpopulation), but also and
mainly the opposite one (i.e. depopulation) whieherate abandon of the territory causing
an increase in environmental risks (fires, landsjcetc.). In effect, it is evident how areas
with high Ecological Value are usually placed imes with low pressure, particularly if
coupled with high Ecological Sensitivity. It seenisar that a habitat having high degree of
sensitivity cannot be survived in a place histdlycaharacterized by an high level of
Human Pressure. Consequently, habitats worthy tprbtected with priority are mostly
located in administrative partitions with low sdisiy in which a further negative
demographic trend can cause more danger than thesie trend (i.e. an increase of
population density). So it is more important tods®n that situation suggesting alternative
ways to face that type of problem.

Also the second way to proceed derives useful rankésults combining demographical
explicit indicators (representing the actual HunkRaassure and its future tendencies) with
ecological parameters (Ecological Value and Ecalaigbensitivity).

3. Priority conservation areas and Ecological Networkblanning.

In order to show how conservation strategies irsgdheir results if a planned territorial
structure is considered, an Ecological Network vgidme optimal characteristics has been
proposed and tested. It seems extremely usefuhte riority areas to be protected inside
a well structured habitat network. This attemptudtide done in any case, not only when
the territory has “enough space” to design a néiviout also when there are few priority
areas in an anthropized matrix or even in an udmentext. Ecological Network planning is
a crucial step in biodiversity conservation becaegen if it is composed by habitats, it
must be managed at administrative level, usualyolinng more than one Commune.
Currently exists a lot of helpful methodologies aathted software in order to plan an E.N.
The novel aspect of this Thesis concerns the efforintroduce essential but complex
(being multidimensional) ecological concepts andrite defined in the Map of Italian
Nature Project (i.e. Ecological Value, EcologicahSitivity and Ecological Attention) into
one of the mostly well-known and used E.N. desigmhhiques, the Systematic

Conservation Planning (S.C.P.). The introductiontloése essential multidimensional
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parameters: Ecological Value, Ecological SensitMicological Attention and Ecological
Fragility in S.C.P. technique has requested a @ldn of the ecological parameters
themselves in order to balance their entrance kel tole with all the other parameters
which commonly take part in defining and designamgE.N.. All these parameters tend to
maximize the biodiversity and, at the same timantoimize the “costs” of its protection.
The obtained result is the balanced integrationthefse multidimensional ecological
features in order to direct the E.N. planning iesgrving characteristics having priority in
biodiversity conservation issue.

Furthermore, another innovative aspect of the Bhesinsists in introducing, after
designing the E.N., a comparison between the soatbfE.N. and demographic trend on
the correspondent area. This allows the localinatiothe E.N. itself of the future possible
management criticalities. The achieved goal isrtwiple, in advance, to the environmental-
administrative decision makers involved in the Ethe necessary knowledge (i.e. early
warning) in order to favour a better managemerit of

Last of all, in this type of analyses, the humarespure (always represented by
demographic indicators) can operate at two lew#lsn advance, in the phase of the design
of the network, playing directly a strategic role the sites’ selection (i.e. designing a
Network which tried to move away from areas witghhpressure) or after introducing it
downstream of E.N. planning (i.e. identifying itsanagement criticalities). the second
perspective has been chosen to favour the “ecabpuaint of view” and in this way it has
been recovered useful information for the environtakedecision-makers involved in its
management.

The administrative decisions concerning the enwvitemt must, more and more often,
balance the necessity of the socio-economical dravith the exigencies of the ecological
conservation and therefore with the quality of life protection of high levels of social
development with the environmental quality. The enstanding of the relations between
demographical situation and ecological indicat@spts, not only in designing Ecological

Network, to individuate in advance_(early warninthe most suitable ecological-

environmental intervention policies.
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