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Preface

The capability to build instruments able to perform accurate and compre-
hensive measurements of the atmospheric composition from space has been
one of the most important achievements reached by the Earth Observation
technology in the last 20 years. The development of satellite hyperspectral
sounders covering the ultraviolet (UV), visible (VIS) and infrared regions
(IR) of the electromagnetic spectrum has allowed retrievals of a large num-
ber of atmospheric constituents, thereby providing the scientific community
with an unprecedented amount of data concerning the atmospheric com-
position and its global changes. UV/VIS/NIR spectrometers such as the
Global Ozone Monitoring Experiment (GOME) and the SCanning Imaging
Absorption SpectroMeter for Atmospheric CHartographY (SCIAMACHY)
have made satellite retrievals of trace gases like tropospheric nitrogen dioxide
(NO,), bromine oxide (BrO), formaldehyde (HCHO) and methane (CH,),
possible for the first time in the history of remote sensing (Burrows et al.,
1999, 2011a). The high spatial resolution of the Ozone Monitoring Instru-
ment (OMI) has enabled studies of tropospheric pollution events at urban
scale (Levelt et al., 2006a). The Infrared Atmospheric Sounding Interferom-
eter (IASI) has provided the first global retrievals of absorbers as weak as
nitric acid (HNO,), ammonia (NH;), methanol (CH;OH) and formic acid
(HCOOH) (Hilton et al., 2012). The forthcoming TROPOspheric Monitor-
ing Instrument (TROPOMI), scheduled for launch in 2014, is expected to
provide information on the same constituents that were observed by SCIA-
MACHY, but at a much higher spatial resolution ( Veefkind et al., 2012).
As a consequence of their high spectral resolution and of their increasing
capabilities in terms of spatial resolution and coverage, the state-of-the-
art hyperspectral atmospheric sounders produce an amount of data that is
challenging for the most established variational retrieval algorithms, that
are computationally demanding because of their need for multiple runs of a
radiative transfer model in order to converge to an acceptable solution of the
retrieval problem. In some cases, this limitation prevents a full exploitation



of the spatial information offered by the most modern instruments. This is
the case, e.g., for the operational OMI ozone profile product, where only one
every five swaths of the instrument is processed in order to keep the product
generation times acceptable. This problem may become even more severe
with TROPOMI, given the higher spatial resolution of its future observa-
tions. This difficulties may be mitigated if fast retrieval algorithms such
as neural networks are introduced in the processing chains of operational
product generation environments.

During the last 20 years, the Earth Observation Laboratory of the Tor
Vergata University in Rome has been active in the development of neural
network algorithms for ozone retrievals from GOME (Del Frate et al., 2002,
2005a,b; Iapaolo et al., 2007) , SCIAMACHY (Sellitto et al., 2012a,b) and
OMI (Sellitto et al., 2011). This dissertation continues this line of research,
reporting on the latest advances obtained by our group in the development
of neural network algorithms for ozone retrieval from OMI data.

The dissertation is organized as follows. Chapter 1 gives a broad overview
on the passive remote sensing of the Earth’s atmosphere, with a discussion
of the key factors that affect the radiance measured by a satellite spectrom-
eter in the ultraviolet, and a discussion of the principal inversion methods.
Chapter 2 describes a validation of the neural network algorithm for tropo-
spheric ozone retrievals from OMI data developed by Sellitto et al. (2011),
that has represented the starting point for this thesis. Chapter 3 describes
the design and validation of a new neural network algorithm for tropo-
spheric ozone retrieval from OMI data, that overcomes some limitations of
the previous algorithm. Chapter 4 reports on the development of a neural
network algorithm to retrieve the ozone profile from OMI data. This activ-
ity has been carried out at the Royal Netherlands Meteorological Institute
(KNMI). Chapter 5 summarizes the results of this work, and discusses some
important tasks to be performed in the next future in order to ensure a
better operational use of neural network retrievals.



Chapter 1

Passive remote sensing of the
Earth’s atmosphere

In this chapter, the physical principles behind the passive remote sensing of
the Earth’s atmosphere, as well as the techniques that can be used to infer
atmospheric parameters from satellite remote measurements, are explained.
Particular emphasis is given to the radiative transfer in the ultraviolet (UV)
range, as this is the range of interest for the work discussed in this disserta-
tion.

1.1 Radiative processes in the Earth’s atmosphere

Passive measurements of electromagnetic radiation by a satellite or a ground-
based instrument are related to the atmospheric state through the Radiative
Transfer Equation (RTE). Such equation establishes a balance between en-
ergy gains and losses experienced by a beam of electromagnetic radiation
traveling in a given direction. Such gains and losses result from the inter-
actions between the electromagnetic radiation and the Earth’s atmosphere
and surface. Let s be a curvilinear abscissa along a direction specified by
the angles (6, ¢) in the usual spherical coordinate system. The variation of
the intensity (radiance) I along such direction can be written, in a very
general form, as

aly _
ds A

where ) is the wavelength, and ig\l) and ig\g) are the lost and gained intensity

per unit path length, respectively.

+i? (1.1)



In order to derive a more useful form for this energy balance, the two
terms at the right end of the equation (1.1) must be explicitly described, by
relating gains and losses of radiation to their causes.

Intensity losses along a given direction (6, ¢) are caused by the following
phenomena:

e Absoprtion of radiation by the atmosphere and the Earth’s surface.

e Scattering of radiation towards different directions with respect to

(0, 9).

e Scattering of radiation towards different wavelengths with respect to
A (inelastic scattering).

Conversely, the following mechanisms lead to gains in intensity:

e Spontaneous emission of radiation by the atmosphere and the Earth’s
surface.

e Scattering of radiation from other directions towards the considered

(0, 0).

e Scattering of radiation from other wavelengths towards the considered
A

1.1.1 Atmospheric absorption

According to the Beer-Lambert’s law, the loss of intensity along an infinites-
imal path ds is proportional to the original intensity itself. In formal terms,
we have:

dI)\
E N Y 1.2
ds A ( )

The proportionality constant k, » is called the absorption coefficient, and
depends on the type and amount of absorbers along the radiation path. It
can be written as

kax(s) = 04 (5)Ny(s) (1.3)

where N,(s) is the number of absorbers per unit volume and o, ) is its
absorption cross-section, that is specifical for each absorbing molecule and
is often temperature dependent.

The behaviour of the absorption cross-section as a function of the wave-
length is a result of phenomena that act at atomic or molecular scale. Specif-
ically, the absorption of radiation by an atmospheric molecule leads to the
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excitation of some of its quantum levels of electronic, vibrational or rota-
tional energy. While a detailed treatment of these processes is out of the
scope of this work — and the reader may refer to several books (e.g. Goody
and Yung, 2005; Liou, 2002) — it might be useful to point out some of the
main concepts here.

The absorption of a photon of wavelength A by an atmospheric molecule
causes a transition in its electronic, vibrational or rotational quantum num-
bers. Electronic transitions require the highest energies, and are thus rele-
vant at the shortest wavelengths, in the ultraviolet (UV) and visible (VIS)
spectral ranges. In the infrared (IR), the absorption is mainly caused by
vibrational interactions, and at microwaves it is mainly caused by rotational
interactions (which often also have a superimposed vibrational structure).

The selection rules for the aforementioned quantum transitions (i.e., the
allowed transitions) depend on the molecular structure of the absorbers (po-
larizability and type of chemical bonds between the atoms). As a result, the
absorption processes have a pronounced spectral selectivity, that is of key
importance for the atmospheric remote sensing. In fact, in most cases this
spectral selectivity provides the basis for the retrieval of the concentration
of several atmospheric constituents.

Considerations on the quantum nature of the absorption processes would
suggest that the absorption spectrum of an atmospheric molecules consists
of a number of discrete lines. In this case, the wavelength dependence of the
absorption cross-section would be simply written as

Tar =Y _Sid(A—\) (1.4)

where § is the Kronecker distribution, each \; is the wavelength correspond-
ing to the i-th absorption line and §; is its strength, which quantifies the
intensity of the absorption process.

However, the absorption spectra that are observed in nature have a con-
tinuous wavelength dependence. In fact, the theoretical absorption lines are
broadened because of three mechanisms:

1. Natural broadening. It is the broadening due to the finite lifetime of
the molecular excited states. Its value is usually negligible compared
to the other broadening mechanisms.

2. Pressure broadening. It is due to the reduction of the lifetime of the
molecular excited states caused by the collisions between molecules.
This mechanism is more important as the collision frequency becomes

11



higher. The collision frequency is proportional to the product between
the density of the gas (proportional to the ratio p/T, where p is the
pressure and T is the temperature) and the average molecular speed
(which, in turn, is proportional to v/T). As a result, the linewidth due
to pressure broadening is proportional to the ratio p/ VT.

3. Doppler broadening. It is due to the Brownian motion of the atmo-
spheric molecules, that produces a frequency shift between the incom-
ing radiation and the molecular absorption cross section.

As a result, it is more realistic to model the wavelength dependence of the
absorption cross section as

Tar =D _Si®i(AN) (1.5)

where each ®; is a line shape function that describes the wavelength depen-
dence of the absorption cross-section around each (theoretical) absorption
line A;. The functional form of the ®; depends on the dominant broadening
mechanism. In particular:

e The effect of natural broadening is usually much smaller than the other
two mechanisms.

e When pressure broadening is the dominant process, ®; can be approx-
imated by a Lorentzian function, whose width is proportional to the
pressure.

e When Doppler broadening dominates, ®; is approximated by a Gaus-
sian function, whose width is directly proportional to the frequency
and inversely proportional to the mean square velocity of the molecules.

e When the magnitudes of the two mechanisms are comparable, the line
shape is described by a convolution between the Lorentzian and the
Gaussian function, giving rise to the so called Voigt line shape. Such
function has to be evaluated numerically.

The relative contribution of pressure and Doppler broadening depends on
the considered spectral range and on the altitude in the atmosphere. Since
the Doppler line width is proportional to the frequency, whereas the pressure
line width does not depend on it, the Doppler broadening is very important
at high frequencies, such as in UV and VIS, and is still noticeable in the
IR. At lower frequencies, such as microwaves, pressure broadening becomes

12



the dominant process. However, since the pressure broadening line width is
proportional to the pressure and the pressure decreases with height, a “cut-
oftf” height exists in the atmosphere, above which the pressure broadening
becomes again comparable to the Doppler broadening. Such height is usually
located in the mesosphere.

The relationship between pressure broadening line width and pressure
is exploited to perform atmospheric soundings — i.e., profile retrievals — at
microwaves and in the thermal infrared. Doppler broadening, instead, does
not have a significant vertical dependence, and thus it cannot be exploited
to retrieve atmospheric profiles in the UV /VIS. This is the main reason
why nadir UV/VIS measurements tend to have less vertical information
compared to IR and microwave measurements. Nevertheless, as will be
seen later in this chapter, some vertical information can still be obtained in
the UV by exploiting another physical mechanism, namely the competition
between Rayleigh scattering and ozone absorption.

1.1.2 Atmospheric emission

The Earth’s atmosphere emits electromagnetic radiation via thermal and
non-thermal processes. While the absorption of radiation by a molecule
implies an excitation in some of its energetic states — caused, as seen in
Section 1.1.1, by radiative and collisional processes — the emission of radi-
ation results from a de-excitation, which may be either caused by radia-
tive processes (spontaneous and induced recombination), collisions or other
mechanisms (chemical recombinations, photochemical reactions).

When the de-excitations are mainly caused by inelastic collisions, the
populations of the excited states satisfy the Boltzmann distribution, and it
is possible to define a local kinetic temperature T'(s). In such case, known
as Local Thermodynamical Equilibrium (LTE), it can be shown that the
radiance emitted per unit path length is given by

i = kaaBA(T'(s)) (1.6)

where B)(T'(s)) is the black body radiance at the temperature 7'(s), given
by the Planck’s distribution:

2hc? 1

S o he )
. B
P\ kAT

In the Equation (1.7), h is the Planck’s constant, c¢ is the light speed in
vacuum and kp is the Boltzmann’s constant. The use of the absorption

B\(T) = (1.7)
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coeflicient k, ) in Equation (1.6) is justified by the Kirchhoff’s reciprocity
law, according to which the emission and absorption properties of a medium
in LTE are the same. The black body radiance is isotropic and unpolarized,
and only depends on the temperature of the emitting surface.

If the LTE condition is not verified, the Equation (1.6) does not ap-
ply, and the expression for the emitted radiance becomes more complicated.
Specifically, in Non-LTE (NLTE) cases, the emitted radiance depends on the
radiation field itself. More details about the parametrization of NLTE emis-
sions can be found in Ldpez-Puertas and Taylor (2001). The LTE condition
is not verified at short wavelengths — such as in the UV /VIS — because the
kinetic energy at typical atmospheric temperatures is much smaller than the
energy associated with electronic transitions; and also at longer wavelengths
where the atmospheric density is small — i.e., in the upper atmosphere — be-
cause of the reduced probability of collisions between molecules or atoms.
Important instances of NLTE emissions are the airglow and the auroral
emissions that occur in the upper atmosphere, and cover a broad spectral
range that extends from the Extreme Ultraviolet (EUV) to the infrared (IR).
These emission mechanisms are exploited in UV remote sensing, in order to
monitor the extension of the auroral oval and to measure the upper atmo-
spheric composition by using the airglow as radiation source (Meier, 1991;
Huffman, 1992). Another source of non-thermal emission is the fluorescence
from vegetation, that is particularly intense at certain wavelengths in the
deep red and near infrared (Entcheva Campbell et al., 2008), and that can
be observed from space since few years (Joiner et al., 2011; Guanter et al.,
2012).

1.1.3 Atmospheric scattering

In addition to absorbing and emitting radiation, atmospheric molecules and
particles also scatter radiation. If the scattering process does not involve a
change in the wavelength of the scattered radiation, it is said to be elastic.
Conversely, the scattering process is said to be inelastic if the wavelength of
the scattered radiation differs from the wavelength of the incident radiation.

Scattering may be either a loss or a gain mechanism, depending on the
considered direction. Specifically, part of the intensity of a traveling beam
is lost due to scattering towards other directions. On the other hand, radi-
ation traveling in other directions may be scattered towards the considered
direction, leading to a gain in intensity.

The intensity lost per unit path length due to elastic scattering towards

14



all the possible directions is proportional to the incident intensity, i.e.

dly

—= = —ks I 1.8

I sy (1.8)
The proportionality constant, called the scattering coefficient, can be written
as

kor(s) = 0ua(s)No(s) (1.9)
where Ny(s) is the number of scattering particles per unit volume and o »
is its scattering cross-section of a particle.

It is useful to define the extinction coefficient as the sum of absorption
and scattering coefficients:
kex = ko + ks ) (1.10)

)

The extinction coefficient quantifies the fraction of the incoming intensity
that is lost due to scattering and absorption. Another useful parameter is
the single scattering albedo, defined as

ks,)\
ke,)\

wy = (1.11)

The intensity gained per unit path length due to elastic scattering from
other directions can be written as

dI)\ - ks,)\ oot /Y /A 13l
= P)\(571UJ7¢7M7 ¢)I)\(57Ma¢)dﬂ d¢ (112)
ds 4 0 1

where the cosine of the zenith angle u = cos # has been introduced. In Equa-
tion (1.12), Py is the scattering phase function of the propagation medium.
Such function describes the directional distribution of the scattering prop-
erties of the medium. Specifically, the radiance scattered from the direction
(i, ;) towards the direction (us, ¢s) is written as

s
IA(SaMsa¢s) = 42_

P)\(S):U’ia¢i)ﬂ8)¢s)l>\(s)ﬂia¢i) (113)

The scattering behaviour of atmospheric particles depends on the ratio be-
tween their linear dimensions and the wavelength. In particular, once the
size parameter of a scattering particle is defined as

2rr

A

where 7 is the particle radius, it is possible to define three scattering regimes:

T = (1.14)
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o Rayleigh scattering (r < 1). The scattering coefficient is inversely
proportional to A*. The phase function depends very weakly on the
direction and the particle shape.

e Resonance scattering (x =~ 1). The scattering coefficient and phase
function are strongly dependent on the particle shape. The scattering
properties of the object can be computed only by solving the Maxwell’s
equations exactly. For spherical objects, the resonance scattering is
called Mie scattering, after Gustav Mie, who first solved the scatter-
ing problem for spheres (Mie, 1908). The scattering phase functions
of spherical objects in the Mie regime have a peak in the forward
direction. Such peak becomes more pronounced as x increases.

e Geometric optics (x> 1). The concept of scattering can be replaced
with the Snell’s laws of reflection and refraction, and the scattering
parameters can be replaced with the Fresnel’s coefficients accordingly.

After this discussion, it is clear that the scattering properties of an object are
wavelength dependent. For instance, atmospheric molecules (r ~ 1075 um)
are sources of Rayleigh scattering in the UV /VIS spectral range (approx-
imately until the blue region of the VIS spectrum), whereas their effect
becomes negligible at longer wavelengths. Aerosol and haze particles (r ~
0.1 =1 um) are sources of Mie scattering in the UV /VIS range, can cause
Mie or Rayleigh scattering in the IR depending on their size, and can be
neglected at microwaves. The scattering from cloud droplets (r ~ 10 um) is
in geometrical or Mie regime at VIS wavelengths and in Rayleigh regime at
millimeter wavelengths, while it is negligible at microwaves. Hydrometeors
(r ~ 1 mm) can be approximated as Rayleigh scatterers at microwaves and
as Fresnel reflectors at short wavelengths.

1.2 The radiative transfer equation

1.2.1 Scalar radiative transfer equation in a LTE atmosphere
without inelastic scattering

The discussions developed in Sections 1.1.1 to 1.1.3 allow to explicitly write
down the terms of the Equation (1.1). From now on, the subscript A in the
wavelength dependent quantities will be omitted in order to simplify the
notation.

It is clear, now, that the term i) at the right end of Equation (1.1) is the
sum of the Equations (1.2) and (1.8). The term i), instead, is obtained by
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summing the Equations (1.6) (under the LTE assumption) and (1.12) (under
the assumption of elastic scattering). Therefore, it is possible to write the
radiative transfer equation for an LTE, elastically scattering atmosphere, as

dI(s, 1, @)

T = —he(9)I(5,1.0) + ka(s) B(T'(5))

ks 2 ! ! / ! / ! /
+4(7rs)/0 /_IP(s,u,¢,u,¢)f(s,u,¢)dud¢ (1.15)

A further assumption that was implicitly made in the derivation of the
Equation (1.15) is that the considered radiative processes do not depend on
polarisation. In the real atmosphere this is assumption is often too simplis-
tic. In particular, polarisation is often important in the scattering processes.
For instance, the Rayleigh scattering produced by the atmospheric molecules
in the UV /VIS, polarizes the incoming Solar radiation. Sometimes, also ab-
sorption and emission processes may be polarisation dependent. An example
is the Zeeman splitting of the oxygen emission lines at mm waves, that is
important in the upper atmosphere and must be properly accounted for in
radiative transfer models (Rosenkranz and Staelin, 1988).

In order to account for polarisation, a radiative transfer equation must
be derived for all the four component of the Stokes vector of the radiation,
which has the radiance I as first component. In this case, the extinction
coefficient and the scattering phase function must be replaced with matrices.
More details can be found — for instance — in Mishchenko (2002). The
polarimetric version of the RTE is often referred to as Vector Radiative
Transfer Equation (VRTE).

1.2.2 Formal solution

The Equation (1.15) is an integro-differential equation, as the unknown
quantity —i.e. the radiance field I — appears as argument of both a derivative
and an integral. An analytical solution of the Equation (1.15) is not possible
unless strong assumptions are made about the spatial distribution of k., T’
and the expression of P. However, even an implicit solution of the equation
gives some insight on the physical processes that lie behind measurements of
atmospheric radiation by means of remote instruments. In order to obtain
such a solution, it is useful to incorporate the processes leading to gains of
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radiation in a source function
S(s, 11, ¢) = ka(s)B(T'(s))

ks 2w 1 o o .
* 4(;)/0 /IP(&M,¢,u,¢>)l(s,u,¢)dud¢ (1.16)

In this case, it is possible to prove that the solution of the Equation (1.15)
can be written as

I(s, 1, @) = I(s0, pt, ) exp (—/ ke(S')d8’>
—i—/s S(s', u, @) exp(— /S ke(s”)ds")ds' (1.17)

!

where I(sg, p, @) serves as boundary condition at some point sy along the
integration path. The Equation (1.17) shows that the radiance measured at
a point s is given by the boundary radiance (e.g. the radiance at the Earth’s
surface if a downward-looking instrument is considered, or the radiance at
the top of atmosphere in the case of an upward-looking instrument), attenu-
ated by the extinction along the propagation path, plus a sum of the source
contributions along the integration path, attenuated by the extinction along
the path between the source points and the point s.

The Equation (1.17) represents a formal solution of the scalar RTE (1.15).
In order to find the actual solution, the expressions for the boundary radi-
ance and the source function (which may in turn depend on the radiance I)
must be assigned.

1.2.3 Plane-parallel approximation

If 6 is not close to 7/2 (i.e. if p is not close to zero), the curvature of the
Earth’s atmosphere can be neglected. In this case, the curvilinear abscissa s
along the integration path can be related to the vertical coordinate z through
the simple equation

ds=dz/p (1.18)
Thus, the RTE (1.15) can be rewritten as
dI
— = —keI 1.1
s +S (1.19)

where S is the source function as defined in Equation (1.16). At this point,
it is useful to define the vertical optical depth as

T = /OO ke(2')dz (1.20)
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and rewrite the Equation (1.19) in the compact form

dI
e (1.21)

where J = S/k.. If this formalism is used, the formal solution of the RTE
for a plane-parallel atmosphere can be written as

T

1 /
I(7, pu, ) = I(70, 1, ¢)e_(70_7)/”‘ + M/ J(™', qb)e_(T —n/edr! (1.22)

70

Of course, a satellite instrument is placed at 7 = 0.

1.3 Radiative transfer in the UV

Having derived a general form for the radiative transfer equation, it is useful
to describe the radiative processes that affect satellite measurements in the
Near Ultraviolet (NUV) range, as this is the range of interest in this work.
The aim of this section is to describe the radiative environment in which
instruments and retrieval algorithms must operate.

1.3.1 Neglecting the emission terms

The ozone retrieval algorithms of our interest derive ozone information from
high spectral resolution measurements of the UV solar radiation backscat-
tered by the Earth’s atmosphere towards a satellite instrument. Therefore,
the measurements are performed during daytime. As a consequence, the
emission terms in the RTE — due to airglow emissions from the upper atmo-
sphere — can be neglected when nadir observations are considered, because
such emissions are much weaker than the solar backscattered radiance.

1.3.2 The solar source

While in many remote sensing applications — mostly related to solid Earth
observation — the spectrum of the solar radiation is approximated by a black
body spectrum at the temperature of about 6000 K, such approximation is
not acceptable in the context of hyperspectral atmospheric remote sensing.
In fact, the spectral resolutions of the current UV/VIS/NIR atmospheric
spectrometers are fine enough to observe narrowband features in the solar
irradiance spectrum. Such features, that make the solar irradiance spectrum
different from a blackbody spectrum, are essentially the Fraunhofer lines,
i.e. absorption lines of chemical constituents (oxygen, hydrogen, helium
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Figure 1.1: Solar irradiance spectrum between 250 nm and 4 um with a
spectral resolution of 0.1 nm. Data taken from Kurucz (1993).

and several metals) of the outer solar atmosphere. Figure 1.1 shows a plot
of the solar irradiance spectrum between 250 nm and 4 pm measured at a
resolution of 0.1 nm by Kurucz (1993).

1.3.3 UV absorption

The gaseous absorption in the UV is largely dominated by ozone. The
spectral region where the strongest absorption by O3 occurs consists of the
Hartley bands (200 < 310 nm). Furthermore, ozone also absorbs radiation in
the Huggins bands (310 + 350 nm). In this latter spectral range, the ozone
absorption cross section displays a considerable temperature dependence.
Fig. 1.2 shows the spectral dependence of the ozone absorption cross section
between 260 and 340 nm at four temperatures (180, 240, 260 and 300 K).
The plot has been produced using data published in Bass and Paur (1985).

Other trace gases that have absorption features in the UV are sulphur
dioxide (SO,), formaldehyde (HCHO), chlorine dioxide (OCIO) and bromine
oxide (BrO). However, their absorption cross sections are several orders of
magnitude smaller than the O, cross sections, and they may interfere with
ozone retrievals only when very large amounts of these gases are present in
the observed scene (e.g. in case of intense volcanic eruptions, which release
large amounts of SO,).
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Figure 1.2: Ozone absorption cross section between 260 and 340 nm at 180,
240, 260 and 300 K. Data taken from Bass and Paur (1985).

1.3.4 Rayleigh scattering by air molecules

Rayleigh scattering by air molecules is the main reason why a satellite instru-
ment is able to detect appreciable levels of UV radiation from the Earth’s
atmosphere. The solar radiation induces an electrical dipole moment in the
atmospheric molecules. As a consequence, such molecules radiate a sec-
ondary electromagnetic field. The induced dipole moment in a molecule can
be expressed by a tensor product series:

p=> —ouE[, (1.23)

where E;,. is the electric field in the molecule, Efoc is the tensor product of
E;,. by itself taken k times, and «, is the polarizability tensor of order k of
the considered molecule. It is often enough to consider only the first term
of the right end of the Equation (1.23), which gives rise to Rayleigh (and
Raman, as will be seen in the next section) scattering. The higher order
terms, if considered, are called hyper-Rayleigh (and Raman) terms.

In the following discussion, the higher order terms of the induced dipole
moment will be always neglected. Therefore, the term “polarizability” and
the symbol « will be used to designate the first order polarizability .

If the considered molecule is spherically symmetric, i.e. it has an isotropic
polarizability, then « is a diagonal tensor, whose nonzero elements all amount
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to a common value «. In this case, it can be shown that the Rayleigh cross
section of a molecule is given by

8m3a2

= —— 1.24
3e2 N\t (1.24)

OR

where ¢y is the vacuum permittivity.
The polarizability can be related to the molecular refractive index n via
the Clausius-Mossotti (or Lorentz-Lorentz) relation:

36() TL2 —1
o= (M) (1.25)
where N is the number of molecules per unit volume. Tables of the refractive
index of standard air in the ultraviolet can be found in Penndorf (1957).
The effect of the molecule anisotropy is accounted for by multiplying the
Equation (1.24) by a correction factor that has been proposed for the first
time by King (1923). If oll and a* are the parallel and the perpendicular

components of the polarizability with respect to the electric field, respec-
tively, then the King’s correction factor can be written as (Bates, 1984):

Fe=142(2L) 1.26
=142 (55) (1.26)
where v = all — ot and @ = (all + 2a1)/3. Alternative expressions of Fg
are based on the definition of the depolarization ratio p, such as

_6+3p

F
K= 67

(1.27)

Further details about the definition of p can be found in Bhahethi and Fraser
(1980), and Young (1980, 1981).

The Rayleigh optical depth of the atmosphere is proportional to the
atmospheric pressure, following the relationship (Bodhaine et al., 1999)

pNa
mag

TR = OR (1.28)
where p is the pressure, N4 Avogadro’s number, m, is the mean molecular
weight of air and ¢ is the gravity acceleration.

The results of calculations of the Rayleigh cross-section and optical depth

for air as functions of wavelengths can be found in Fréhlich and Shaw (1980),
Bucholtz (1995) and Bodhaine et al. (1999).
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The Rayleigh phase function for the radiance can be expressed as

_31+p I—p
PO) = 521, (1—1— 1+pCOS ) (1.29)

where © is the angle between the scattering and the observation direction.
However, as a consequence of the anisotropy of the air molecules, Rayleigh
scattering is polarizing. Therefore, the spatial distribution of the scattered
radiation must be expressed by a phase matrix. The reader may refer to
Hansen and Travis (1974) and Ahmad and Bhartia (1995) for details.

1.3.5 Raman scattering and Ring effect

Besides producing Rayleigh scattering, the atmospheric molecules are also
responsible for Raman scattering. Raman scattering is an inelastic scatter-
ing process, i.e. the wavelength of the scattered radiation differs from the
wavelength of the incident radiation. Raman scattering from a molecule is
caused by temporal variabilities in its polarizability tensor due to vibrational
or rotational motions. While a complete treatment of the Raman scattering
would require a complex quantum mechanical approach, an approximated
treatment based on classical concept gives some insight on the scattering
process. The linear induced dielectric dipole moment in a molecule (first
order term at right hand in Equation (1.23)) is related to the local electric
field E by the relationship

pY = a-E (1.30)

where « is the polarizability tensor of the molecule. Let Qg,Q1,... the
natural vibration (or rotation) coordinates of the molecule. Such coordinates
will have a time dependence of the form (Long, 2002)

Qk = Qo cos(wyt + ) (1.31)

where wy and d; are respectively the circular frequency and the phase as-
sociated with the k-th molecular vibrational or rotational mode. If the
relationship between the polarizability tensor and the coordinate Q) is ap-
proximated by a first order Taylor expansion, it is possible to write

a=aop+ aQx (1.32)

where o), = Ja/0Q), evaluated in the equilibrium position @Q; = 0. By
substituting Eq. (1.31) in Eq. (1.32), and then Eq. (1.32) in Eq. (1.30), one
finds that the linear induced dipole moment associated with an electric field

E = Ej cos(wyt) (1.33)
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will be
pY = aEq cos(wot) + ot Eg cos(wit + 0) cos(wot) (1.34)

By using simple trigonometric relationships, Eq. (1.34) can be rearranged
as

pY = pW(wo) + pM (wo — wi) + pM (wo + wy) (1.35)
where the following identities hold:
p (wo) = ap - Eg (1.36)
1
P (wo + wy,) = §a6Qk -Eg cos[(wo £ wg)t + k] (1.37)

Therefore, to summarize, the coupling between the frequency of the elec-
tric field and the characteristic frequency of the k-th vibration (or rotation)
mode in the molecule, gives rise to two terms in the linear induced dipole
moment whose frequencies are different from that of the electric field. Such
terms are responsible for Raman scattering.

The quantity p(")(wp) represents the standard Rayleigh term that would
be obtained even in absence of variabilities in the polarizability tensor. Such
term can be referred to in many ways in literature. Some authors call it
“Rayleigh line”, some others prefer to use the name “Cabannes line”, as
they consider Raman scattering as a component of Rayleigh scattering. A
broad discussion about this matter can be found in Young (1982). For
the sake of simplicity, henceforth we will simply distinguish Rayleigh and
Raman scattering — as done by Long (2002) — although we are aware that
such definition may be historically inaccurate.

pW(wo — wi) and pM(wp + wy,) are called the Stokes and anti-Stokes
components of Raman scattering, respectively. Eq. (1.37) contains an im-
portant point. In fact, it shows that only the molecules whose polarizability
tensor changes with the rotation or vibration coordinates produce Raman
scattering. In particular, it can be shown that all the biatomic molecules
are Raman active, whereas for the polyatomic molecules a “mutual exclu-
sion rule” exists between the Raman active and the infrared active modes
(Long, 2002).

In the Earth system, it is useful to distinguish two Raman scattering
mechanisms; the rotational Raman scattering (RRS) and the vibrational
Raman scattering (VRS). In the UV, the atmospheric molecules — especially
oxygen (O,) and nitrogen (N,) — are mainly responsible for RRS, whereas an
appreciable level of VRS is produced by liquid water. As a result, significant
VRS signals can be observed in satellite high resolution spectra measured
over oceans ( Vasilkov et al., 2002).
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A possible method to account for Raman scattering in radiative transfer
computations is described in Vountas et al. (1998). The key idea of this
method is to add two further terms to the RTE (1.15): the gain in radiance
due to scattering of radiation from Raman lines adjacent to the considered
A

L 2 pl
iggman = Z k};{am(s’ Ajv )‘) / / PRam(87 /.L/, (l)/? H, ¢)I)\j (Sv //a ¢,)dﬂld¢/
= 0o J-1
(1.38)
and the loss due to scattering towards other wavelengths:

L 2 pl
W = SN [ [ Pran(o s, 6, ) sus '
i=1 0 —1

(1.39)
In these equations, kX*™ is the scattering coefficient associated to the con-
sidered Raman transition, and Pr,m, is the Raman phase function. More
detailed explanations about these and related quantities can be found in
Kattawar et al. (1981) and Joiner et al. (1995).

RRS from atmospheric molecules has been found to be the main respon-
sible for the so-called Ring effect (Grainger and Ring, 1962), after the name
of one of its discoverers, J. Ring. This effect consists in a filling-in of the
solar Fraunhofer lines that is observed in Top Of Atmosphere (TOA) earth-
shine radiance spectra. A very effective explanation for this effect can be
found in van Deelen (2007). Since the solar irradiance in a Fraunhofer line
Ar is much smaller than the irradiance at other wavelengths, the amount
of radiation scattered from other wavelengths to the Fraunhofer line tends
to be larger than the radiation that is elastically scattered in the line itself.
Therefore, the inelastic scattering causes a net gain of radiation at Arp and
a net loss at the other wavelengths. As a consequence, when the TOA radi-
ance is divided by the incident solar irradiance in order to compute a TOA
reflectance, a peak in the Fraunhofer lines appears. The overall process is
illustrated in Figure 1.3.

1.3.6 Vertical information in UV radiance measurements

In order to understand the penetration of the UV radiation in the Earth’s
atmosphere, it is useful to discuss the formal solution of the RTE (1.17)
under the following assumptions:

1. Plane parallel approximation.
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Figure 1.3: Schematic explanation of the filling-in of the solar Fraunhofer
lines and its impact on top of atmosphere reflectance calculations. a) Wave-
length distribution of the scattered irradiance (due to Rayleigh and Raman
scattering) inside and outside a Fraunhofer line of the solar spectrum; b)
solar irradiance (above) and earthshine radiance (below) with filling-in of
the Fraunhofer line; c¢) spurious spectral feature in the reflectance spectrum
caused by the filling-in. From wvan Deelen (2007).

2. No clouds and aerosols.

3. No multiple scattering.

4. No inelastic scattering.

5. Ozone is the only absorbing trace gas.
6. Negligible contribution from the surface.

The first assumption allows to write the RTE as in the Equation (1.19). The
assumptions 2—4 allow to simplify the form of the source function consider-
ably. The last assumption allows to assume that the first term at the right
end of Equation (1.17) is zero.

The first step in the solution of Equation (1.19) is the specification of the
source function S, whose general expression is given by the Equation (1.16).
Of course, in the case of UV daytime observations, the emission term at the
right end of Equation (1.16) can be neglected. Furthermore, if only single
scattering is considered and atmospheric molecules are the only source of
scattering, also the scattering term in Eq. (1.16) can be simplified. In fact, if
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F© is the solar irradiance outside the atmosphere and ¢ is the solar zenith
angle, the source function at a height z in the atmosphere can be written as
FO 1 ZTOA
S(2) = Lk (2)P(O) - exp [— / k:e(z’)dz’} (1.40)
4m Ko Jz
Here, since only atmospheric scattering is considered and no inelastic scat-
tering is assumed, P(©) and ks(z) are the Rayleigh phase function and
scattering coefficient, respectively. The extinction coeflicient k., that ap-
pears inside the integral at the right end of Eq. (1.40), is given by the sum
of the Rayleigh scattering coefficient and the absorption coefficient of the
atmospheric trace gases. If only the absorption by ozone is considered, the
extinction coefficient can be written as

ke(z) = ks(2) + ka(2) = 05(2) Nair(2) + 04(2)No, (2) (1.41)

where 05(z) and 0,4(z) are the Rayleigh scattering and ozone absorption cross
section at the height 2, respectively, and Nair(2) and No, (2) are respectively
the number of air and ozone molecules per unit volume at the height z. It
can be noticed that the integral represents the optical thickness between the
height z and the TOA. Therefore, it is possible to write

7(2, 2zT0A) = TR(2, 2TOA) + T0, (2, 2TOA) (1.42)

where the optical thickness was split in a component due to Rayleigh scat-
tering, 7r, and a component due to ozone absorption, 7o, .

The Rayleigh component can be related to the pressure p(z) as in Equa-
tion (1.28). Given the definition of optical depth, this means that it is
possible to express the Rayleigh scattering coefficient as

ba(s) =~ T8 = P (1.43)
where * = (0grNa)/(meg) is the Rayleigh scattering coefficient per unit
pressure.

At this point, another simplification can be made. If it is assumed that
the ozone absorption cross section is constant with height, then the optical
thickness associated with ozone can be written as

T0, = a*Xog(Z) (1.44)

where Xo,(2) is the integrated columnar ozone concentration above the
height z, and o* is the ozone absorption coefficient per unit ozone amount.
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The assumption of ¢, constant with z is not rigorously valid in the ozone
Huggins bands, because of the dependence of o, on the temperature in
that spectral range. However, this assumption may be helpful in order to
understand, at least qualitatively, the vertical sensitivity of UV radiance
measurements.

With the above mentioned simplifications, combining the Equations (1.15)
and (1.16), and using the plane parallel approximation, the formal solution
of the RTE can be written as

F© =0 ’ / dp .,
I(zroA, 1) = mP(@)ﬁ* exp [—M (B*p(z ) +a*Xo, (2 ))] ——dz

ZTOA z

(1.45)
where zj is the surface level and the geometric air mass factor M = p~ 1+ /@1
has been defined.

Equation (1.45) simplifies if the pressure p is used as integration variable
instead of the height z. In fact, in such case one has

F©

I(0,p) = P(©)p* /Ops exp [-M (8*p + a*Xo,(p))] dp (1.46)

4
where p; is the surface pressure and p = 0 was assumed for the TOA.

Bhartia et al. (1996) suggest the following procedure to evaluate the
contribution of the atmospheric levels to the measured radiance. First, the
fractional contribution of a layer whose thickness is d(Inp) is described by
means of the Radiance Contribution Function (RCF)

Ci(p) = p- exp [-M (B3p + a5 Xo,(p))] (1.47)

Then, the pressure level pi where the RCF attains its maximum value can
be found by differentiating C'(p), so as to obtain

dCl
dlnp

. dX
-P (1 a Ma’\dlnp

- M3 ) exp [0 (350 + 05.Xo, ()] (148)
Setting dC/dIn p to zero, one finds the condition that must be satisfied by
pi for the RCF to have a maximum:

dX

M| ay—
Oé)‘dlnp

B | =1 (1.49)

Pk

Depending on the wavelength A, three cases can be distinguished:
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1. At “short” UV wavelengths (less than about 300 nm) the ozone ab-
sorption cross sections are so large that the first term at the left end
of Eq. (1.49) dominates. Therefore, the peak wavelength satisfies the
approximate relationship

X | 1

dlnp - ay M
Pk

(1.50)

This result is extremely important, because it tells that the peak pres-
sure py can be varied (i.e., the atmosphere can be scanned vertically)
by either varying A or M. The state-of-the-art satellite UV instru-
ments sound the atmosphere by measuring radiation at multiple wave-
lengths.

At these wavelengths, the RCF peaks usually occur at relatively high
altitudes, because the large ozone optical thickness prevents UV radi-
ation from reaching the lower atmospheric layers. It is important to
point out that the shape of the RCFs in this spectral range depends
on the ozone profile shape X (p). Therefore, our considerations regard-
ing the penetration depth of UV radiation in this spectral wavelength
hold for “typical” ozone profiles. In cases like ozone hole conditions, in-
stead, radiation at wavelengths that are as short as 300-305 nm might
also penetrate down to the troposphere.

2. At “long” UV wavelengths (more than about 310 nm), o3 becomes
small, and Rayleigh scattering dominates. In such case, the peak wave-
length is approximately given by

1

~ (1.51)

Pk

At these wavelengths, the RCF peaks usually occur in the lower strato-
sphere, and the RCFs are appreciably different from zero also in the
troposphere. Usually, low contributions can be expected from the up-
per stratosphere, because of the small air density, that makes Rayleigh
scattering less efficient.

3. At “intermediate” wavelengths the effects are comparable, and no fur-
ther simplifications of Eq. (1.49) are possible. The RCF's have usually
two peaks, and are significantly different from zero throughout the
entire atmosphere. Therefore, these wavelengths are particularly well
suited for the retrieval of the total ozone column.
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Figure 1.4: Radiance contribution functions — normalized to the total radi-
ance — at a number of UV wavelengths, for a cloud-free atmosphere. From
Bhartia and Wellemeyer (2002).

In Fig. 1.4, examples of RCFs normalized to the total radiance at a number
of UV wavelengths are shown.

1.3.7 Effects of the Earth’s surface

In the previous section, we have shown a simple model that relates the spec-
tral radiance measured by a satellite instrument in UV to the atmospheric
state. This model neglects the effects of surface, clouds and aerosols. Here,
we discuss the effects of these factors on TOA radiances.

As seen in Section 1.2.2, surface properties provide the boundary condi-
tion for the formal solution of the RTE — given by Eq. (1.17) — in the case
of a downward-looking instrument. While surface effects are unimportant
at wavelengths shorter than about 310 nm, where the strong absorption by
ozone prevents the solar radiation from reaching the surface, they start to
become relevant at longer UV wavelengths. In general, most natural sur-
faces have quite low reflectances in the UV. Important exceptions are snow
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Figure 1.5: Examples of ultraviolet reflectance spectra for six types of sur-
faces. Data are taken from Doda and Green (1980a.,b).

and ice, as well as some types of sands. Surface reflectance can have a large
influence on the vertical sensitivity of satellite measurements. For example,
satellite measurements over bright surfaces have an enhanced sensitivity to
the troposphere (Hudson et al., 1995; Valks et al., 2003).

Doda and Green (1980a,b) analysed the UV spectral reflectance of vari-
ous types of natural surfaces, as measured from an aircraft platform. They
applied a linear extrapolation method to remove Rayleigh scattering and at-
mospheric absorption effects from the measured reflectance spectra, thereby
obtaining an estimate for the surface reflectance spectra. Examples of re-
flectance spectra for six different surfaces are shown in Fig. 1.5. Other plots
of UV reflectance spectra can be found in Verhoeven and Schmitt (2010).

More complete climatologies of the UV surface reflectance have been cre-
ated using satellite data. Strictly speaking, the reflective properties of nat-
ural surfaces should be described in terms of their Bidirectional Reflectance
Distribution Function (BRDF), that specifies the angular distribution of
the reflected intensity given the angle of incidence of the incident intensity.
However, given the large pixel sizes of most satellite atmospheric sounders,
it is often acceptable to assume that the surface is a Lambertian reflector,
i.e. that its reflectance is independent on the reflection angle. In view of
this, the Earth surface is often characterized by means of its Lambertian
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Figure 1.6: Minimum Lambertian Equivalent Reflectivity (MLER) of the
Earth’s surface at 328 and 380 nm as obtained from OMI data. From
Kleipool et al. (2008).

Equivalent Reflectance (LER), defined as (Kleipool et al., 2008)

R— Ry

MR = 0T (wo) + 5* (B — Ro)

(1.52)

where R is the TOA reflectance, Ry is the atmospheric reflectance, 7 () =
exp(—7/u) is the atmospheric transmittance and s* is the surface spherical
albedo.

Herman and Celarier (1997) compiled a monthly climatology of the UV
Earth reflectance by using Total Ozone Mapping Spectrometer (TOMS)
data. They showed that the land has generally a lower reflectance than the
oceans. Koelemeijer et al. (2003) used more than 5 years of GOME obser-
vations to compile a seasonally dependent database of the Earth’s surface
reflectivity from the UV to the NIR spectral range. A similar work was made
for OMI by Kleipool et al. (2008) between 328 and 500 nm. Figure 1.6 shows
global maps of the Minimum Lambertian Equivalent Reflectance (MLER)
— i.e., the minimum LER observed during a given period (month, season,
year, multi-year) — at 328 and 380 nm, estimated from OMI data. It can
be seen that, apart from snow and ice and desertic areas, the reflectance of
the land is much lower than that of the oceans. The spatial features in the
ocean UV reflectance are mostly due to the phytoplankton distribution.

1.3.8 Effects of atmospheric aerosols

Aerosols affect UV radiances through scattering and absorption. The scat-
tering properties of aerosols are mainly controlled by their shape and size
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distribution, whereas their absorption properties depend on their chemical
composition, that determines their complex refractive index. The effects of
the atmospheric aerosols on UV satellite radiance measurements are highly
dependent on the aerosol chemical and physical properties, their height, as
well as the Earth’s surface properties. An additional complication is due to
the fact that some classes of aerosols are hygroscopic, i.e. their particle sizes
increase with relative humidity.

The absorption and scattering properties of atmospheric aerosols have
generally a weak wavelength dependence, that can be often approximated
with a low order polynomial. A comprehensive review of the effects of
aerosols on satellite UV measurements can be found in Torres et al. (1998).
They analysed the difference between simulated reflectance spectra in pres-
ence of aerosol and reflectance spectra that would be measured in a purely
molecular atmosphere, under different sets of assumptions about aerosol and
surface properties. They found out that over dark sufaces, non-absorbing
and weakly absorbing aerosols (e.g. sulphate, sea salt) generally cause a
net increase in the TOA radiances with respect to what would be measured
in a Rayleigh atmosphere, whereas strongly absorbing aerosols (e.g. car-
bonaceous aerosols) cause the radiance to decrease. Over bright surfaces,
instead, non-absorbing aerosols have only a slightly positive effect, because
their scattering does not add too much radiation to the background provided
by the surface. On the other hand, highly absorbing aerosols can cause a
strong decrease in the measured radiances.

1.3.9 Effects of clouds

Since clouds consist of particles whose typical dimensions are much larger
than UV wavelengths, such particles mainly behave as Mie scatterers. There-
fore, their radiative properties do not have a pronounced spectral depen-
dence.

In view of the discussion made in Sect. 1.3.6, the effect of clouds on satel-
lite radiances becomes important in the longer part of the UV spectrum.
However, the wavelength where this effect starts to appear also depends on
the cloud height and on the ozone profile. In order to give a visual idea of
the sensitivity of UV measurements to clouds, it is interesting to look at
Fig. 1.7, showing global reflectance mosaics obtained from OMI data on 25
October 2006 at 300, 305 and 310 nm. 300 nm is a rather short wavelength,
where the ozone absorption is considerable (see Sect. 1.3.6). Therefore the
cloud structures in the satellite reflectance field are not very sharp, except a
clearly cloudy area that can be observed over the Antarctic ocean near the
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Antarctica, and some small structures that appear in the intertropical belt.
The cloudy structure over Antarctica is clearly visible at this short wave-
length because of the ozone hole. The low stratospheric ozone concentrations
reduce the absorption along the satellite line of sight, thereby allowing more
solar radiation to penetrate the troposphere and more reflected radiation
to reach the satellite. As a confirmation of this interpretation, it is inter-
esting to look at the total ozone field retrieved by OMI on the same date,
shown in Fig. 1.8: the position of the ozone hole matches very well with
the position of the cloud structure seen in the above panel of Fig. 1.7. The
small cloud structures seen between the tropics are probably due to high
convective clouds, whose tops can reach altitudes close to the tropopopause,
that in the tropics can be as high as 18-20 km.

As long as the wavelength increases, the cloud structures become more
and more sharp in the reflectance images, and at 310 nm the cloud pattern
in the reflectance image is quite similar to what would have been observed at
longer (e.g. visible) wavelengths, except, perhaps, in the high ozone areas
between Alaska and east Siberia, and over the south-midlatitude Pacific
Ocean (see Fig. 1.8), where the high ozone absorption seems to cause some
dark “halos” in the reflectances.

A more particular type of clouds is represented by the polar mesospheric
clouds (PMCs), or noctilucent clouds. These clouds stand above the ozone
layer, and therefore are visible at very short UV wavelengths. Figure 1.9
shows a series of noctilucent cloud images produced by the OMI instrument
at 267 nm.
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OMI REFLECTANCE @ 300.00 nm — 25 OCT 2006

Figure 1.7: OMI global reflectance images at 300, 305 and 310 nm, taken on
25 October 2006.
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Figure 1.8: Global ozone column field on 25 October 2006 obtained using
the OMI-DOAS total ozone product (OMDOAO3). From the Tropospheric
Emission Monitoring Internet Service (TEMIS) website (www.temis.nl).
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Figure 1.9: Noctilucent clouds observed by OMI at 267 nm. From the NASA
Earth Observatory webpage (earthobservatory.nasa.gov).
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1.4 Retrieval techniques

1.4.1 Statement of the problem

In the context of atmospheric remote sensing, a retrieval problem essentially
consists in recovering the value of an atmospheric quantity (state) x from a
set of radiometric measurements y. Such problems are usually ill-posed, i.e.
they cannot be solved by simply inverting a physical model of the measure-
ments, because the relationship between x and y is not bijective (Twomey,
1977; Tikhonov and Arsenin, 1977). In other words, simply solving with
respect to x an equation of the kind

y = F(x,b) (1.53)

where the function F represents the physics of the measurement process and
b is a fixed vector of model parameters (i.e. quantities different from x that
affect y), would not lead to an unique solution for x, even in the case of
noise free measurements. Instead, a space of possible solutions for x would
be compatible with a single measurement vector y. This happens because
of two concurrent reasons: i) the elements of the measurement vector y are
not mutually independent; ii) the existence of measurement errors usually
leads to unstable solutions of the retrieval problem.

Therefore, the aim of a retrieval algorithm is to select, among a set of
possible solutions for the state x, an “optimal” solution that is used as an
estimator for the true state x.

1.4.2 Variational techinques

In the variational approach to the retrieval problem, the solution chosen as
an estimator for x is the one that minimizes a cost function C depending on:
(i) the discrepancy between the vector of observations y and a vector ygim
of simulated observations created using an assumed state x as an input for
F; (ii) some form of prior knowledge about the state to be retrieved.

Based on what kind of prior knowledge is used, we can distinguish to
main classes of variational techniques: regularization and Optimal Estima-
tion (OE).

Regularization consists in a least mean square estimate, where the differ-
ence between actual measurements y and predicted measurements F(x, b)
is minimized with respect to x with an arbitrary constraint ¢(x) measuring
the degree of “smoothness” of the solution. Several choices can be made for
q(x) — see, e.g., Doicu et al. (2010a) — and the cost function to be minimized
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has the form
Creg = [ly — F(x,b)|1? + 7q(x), (1.54)

where 7 is a multiplicative term that weights the importance of the con-
straint with respect to the difference between actual and predicted observa-
tions. Of course, setting v = 0 would mean not to use any constraint, and
setting v — oo would be equivalent to ignoring the measurements. One pop-
ular form of the regularization constraint is x’ Hx, where H is a smoothing
matrix.

In the OE approach (Rodgers, 2000), assumptions are made about the
statistical properties of the state x to be retrieved and the measurement
error €. It is often assumed that both quantities follow Gaussian statistics,
with mean values x, and 0, and covariance matrices S, and S, respectively.
A model of the measurement process F is used to transform the Probability
Density Function (PDF) of x into the conditional PDF P, (y[x). Then, an
a posteriori PDF Py, (x|y) is obtained according to the classical Bayesian
theory, and it is maximized with respect to x to yield a parametric estimator
for x, the term “parametric” being used to indicate that a specific form for
the PDFs and their parameters is assumed for the optimality condition to
hold. The general form for the OE cost function to be minimized, under the
assumption of Gaussian statistics, is

Cor = —2In Py, (x]y) = [y—F(x,b)]" S [y =F(x, b)]+(x—%a) " Sa(x—xa).
(1.55)
The subscripts y|z and x|y are used here to distinguish between the func-
tional forms of the two PDFs.
Since F is a nonlinear function in most of the practical cases, its min-
imization is usually performed through iterative methods, such as Gauss-
Newton or Levenberg-Marquardt (more details in Rodgers, 2000).

1.4.3 Neural network techniques
1.4.3.1 Basic concepts and terminology

NNs can be considered as algorithms for nonlinear regression and function
approximation. Although several types of NNs can be devised, they share a
number of common characteristics: i) the computation is distributed among
elementary units (called neurons); ii) the relationship to be approximated is
learned by the NN from a training dataset.

Mathematically, it can be said that a NN can be used to approximate an
unknown relationship between two quantities x € R" and y € R™ through
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a nonlinear model ®Pw, such that
y = Pw(x) (1.56)

where W is a set of free parameters to be adjusted from a training dataset.
In the case of supervised training, which is the only relevant case for the
purposes of this work, the training dataset is made of pairs {(x;,y;)} of
instances of the relationship to be approximated. The adjustment of the
free parameters is made according to a learning algorithm, that basically
consists of an iterative minimization of an error cost function of the kind

C = f(llyi = 2w (=)l (1.57)

with respect to W. According to the exact definition of the cost function
and to the choice of the iterative method chosen for its minimization, several
learning algorithms can be defined. The reader can refer to Bishop (1995a)
or Haykin (1999) for more detailed information.

1.4.3.2 Multilayer perceptrons

The Multilayer Perceptron (MLP) network (Werbos, 1974) is one of the
most widespread NN architectures. Each neuron of a MLP realizes the
input-output relationship

Yy = go(wa—i—b) (1.58)

where w and b are the weight vector and the bias of the neuron, respectively,
and are its free parameters to be adjusted, and the function ¢, chosen in
advance, is the activation function of the neuron.

The neurons of a MLP are organized in layers: i) an input layer, that
simply contains the input vector of the MLP; ii) at least one hidden layer,
containing neurons with nonlinear activation functions; and iii) an output
layer, whose neurons can either have linear or nonlinear activation functions
and yield the output of the MLP. The output of each layer is the input for
the next layer.

One reason for the popularity of MLPs among supervised NN techniques
is their universal approximation capability: several studies have indepen-
dently shown that, under rather general conditions, every continuous func-
tion on a compact set can be approximated to whatever accuracy by a MLP
having only one hidden layer ( Cybenko, 1989; Funahashi, 1989; Hornik et al.,
1989). However, it must be pointed out that the universal approximation
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theorems only prescribe the existence of an approximating NN, but they do
not indicate how such NN can be found in practice.

Since the MLP is the only relevant architecture in the context of this
work, the terms MLP and NN will be used without distinction from here
onwards.

The approximation properties of NNs makes them useful in remote sens-
ing applications, where either forward or inverse problems have to be solved.
In particular, NNs have been successfully used in various applications of
satellite atmospheric remote sensing, such as temperature and humidity
profile retrievals from microwave and infrared observations (Aires et al.,
2001; Blackwell, 2005), ozone retrievals from UV /VIS radiances (Del Frate
et al., 2002, 2005a,b; Muller et al., 2002, 2003; Iapaolo et al., 2007; Sell-
itto et al., 2011, 2012a) and radiative transfer calculations ( Chevallier et al.,
1998, 2000; Schwander et al., 2001; Gottsche and Olesen, 2002; Krasnopolsky
and Schiller, 2003; Krasnopolsky and Chevallier, 2003).

1.4.3.3 Neural networks in retrieval problems

NN retrievals can be regarded as a nonparametric alternative to OE. The
training set for a NN to be used in a retrieval algorithm consists of pairs
{(y};x;)}, where the vector y} includes the measurements y; and any other
parameter that is used as an input for the algorithm (e.g. geometrical pa-
rameters, ancillary data), and the x; includes the quantities to be retrieved.
The training set can be seen as a set of samples drawn from the PDF P(x|y’).
These samples are used to adjust the parameters of a model of the same kind
as Eq. (1.56), minimizing a cost function similar to Eq. (1.57). Once the
training is complete, a global retrieval model

is constructed, where W* is the value of W determined at the end of the
training process. This retrieval model yields a nonparametric estimator for
x — here denoted by X — meaning that no assumptions about the statistical
distribution of x are made to specify the model. The “global” adjective
refers to the fact that, once the training phase is complete, the resulting
function ®w+ can be applied to every observation in order to obtain the
retrieval. This is a difference between NNs and the aforementioned retrieval
techniques, where the cost function has to be minimized for each observation.

NN retrieval algorithms have a number of advantages over other meth-
ods: i) when the training set consists of real data, the absence of explicit
modeling makes the retrieval insensitive to an incomplete knowledge of the
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measurement physics; ii) the absence of assumptions about the statisti-
cal distribution of the quantity to be retrieved makes NNs robust to non-
Gaussianity of the modeled processes (Blackwell and Chen, 2009); and iii)
NN retrieval schemes are fast and relatively easy to implement. However,
NNs have also some disadvantages: i) when they are trained on real data, the
quality of such data is critical for the learning process; ii) they are good in-
terpolators, but may yield unpredictable results when forced to extrapolate
(Krasnopolsky and Schiller, 2003); and iii) NNs are not optimal estimators,
the training process depends on random initialization of the NN parameters
and may be trapped in local minima of the cost function to be minimized.
Nevertheless, these shortcomings can often be handled with proper design
and data quality control procedures. A more subtle shortcoming is that,
since the NN training requires the minimization of a global cost function, it
is possible that the cost function associated with a single observation could
be better minimized with the conventional retrieval techniques.

A debated issue regarding the application of NNs to retrieval problems
is the error propagation. A general review of the predictive uncertainty
estimation methods for NNs is given by Dybowski and Roberts (2009). Aires
et al. (2004a,b) suggest a method to define an error budget for NN retrievals
that resembles that developed by Rodgers (1990) for the classical retrieval
techniques. Specifically, Aires et al. (2004a) express the error covariance
matrix of the retrieval as the sum of a “neural inversion” term, accounting
for the effect of the suboptimalities in the NN architecture, the learning
process and the training dataset, and an “intrinsic noise” term, accounting
for all the other possible sources of error. However, this formulation makes
it difficult to isolate sources like the null space error, that is important in
order to assess the vertical resolution of a retrieval algorithm.

1.4.3.4 Neural network design principles

NN models have a relatively large number of free parameters. Some of these
parameters — i.e. weights and biases — are determined during the training
process, others — i.e. the activation functions, the number of hidden layers
and neurons, the learning algorithm and its internal parameters — must be
chosen by the designer. While it would be impossible to discuss every aspect
of the design of a NN inside this paper (the interested reader is again referred
to Bishop (1995a) or Haykin (1999) for a comprehensive discussion of the
heuristics that can be followed), it might be worthwhile to discuss some of
the most important design aspects, as this should clarify the reasons for
some of the choices that were made during the development of the ozone
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retrieval algorithms that are the main subject of this thesis.

The most critical design issues to be addressed during the development
of a NN are the choice number of hidden layers and neurons to be used, and
the choice of when to stop the training process.

As for the number of hidden layers and units, there are no universally
valid rules, but heuristic methods must be used. Such methods basically con-
sist in comparing different NN architectures on a common reference dataset,
and selecting the architecture that achieves the best score in terms of some
performance metric. The most elementary metric that may be used is sim-
ply the Mean Squared Error (MSE) over the reference set. Other metrics,
like the Akaike Information Criterion (AIC) (Akaike, 1973), combine the
MSE with penalty terms for an excessive number of hidden neurons.

One or two hidden layers are often enough for a good NN model (Kec-
man, 2001). A thumb rule that can be kept in mind in the selection of the
number of hidden units is the bias-variance dilemma (Geman et al., 1992).
According to this rule, NNs with too few hidden nodes tend to have poor ap-
proximation capabilities (large bias, or underfitting), whereas NNs with too
many hidden nodes are prone to bad generalization, i.e. poor performances
on data that were not seen during the training process (large variance, or
overfitting). Therefore, the right choice for the number of hidden units must
result from a trade-off between these two extremes.

Another crucial point is to decide when to stop the training of a NN. Al-
though common sense criteria can be easily formulated to decide whether a
learning algorithm has converged on a given training set (a typical approach
is to fix a certain threshold on the decrease in MSE between two successive
iterations of the algorithm, and to decide that the algorithm has converged
if such decrease remains below the threshold for a certain number of iter-
ations), it is often not advisable to continue the training process until a
convergence criterion is met. In fact, as long as the training proceeds, there
is the danger that the NN ends up memorizing the training data, reaching
extremely low values of the MSE on the training data but producing very
poor results over data that are not included in the training set. This con-
dition is named overtraining, or overfitting. In order to prevent this, the
performances of the NN over an independent set should always be moni-
tored during the training process, and the training should be stopped when
a significant degradation in the NN performances over this set is observed.
This method is called early stopping cross-validation (Haykin, 1999).
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Chapter 2

Validation of the OMI-TOC
NN tropospheric ozone
column retrieval algorithm
with ozone soundings over
Europe

Parts of this chapter are extracted from the following paper:

Di Noia, A., P. Sellitto, F. Del Frate, M. Cervino, M. Iarlori and V. Rizi
(2013), “Tropospheric ozone column retrieval from OMI data by means of
neural networks: A validation exercise with ozone soundings over Europe”,
Eurasip J. Adv. Sig. Pr., 2013, 21, doi:10.1186/1687-6180-2013-21.

2.1 Introduction

Tropospheric ozone is a key player in a number of atmospheric processes
which affect both climate and air quality. Its climatic impact is expressed
by a radiative forcing of about 0.35 W/m?2, as estimated by the Intergovern-
mental Panel on Climate Change (IPCC) fourth assessment report (IPCC,
2007). Such radiative forcing makes tropospheric ozone the fourth atmo-
spheric greenhouse gas by importance, following water vapour, carbon diox-
ide and methane (IPCC, 2007). As for the air quality, tropospheric ozone
has both a positive and a negative role; its positive role lies in the fact that
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it acts as a precursor of the idroxyl radical, which is able to remove several
pollutants from the middle troposphere through oxidation reactions (Jacob,
1999); its negative role lies in its toxicity for both humans and crops when it
reaches high concentrations near the Earth’s surface (Anenberg et al., 2009;
Booker et al., 2009; Fishman et al., 2010).

Monitoring the concentration of tropospheric ozone from a satellite plat-
form offers the advantage of a temporally and spatially continuous observa-
tion, allowing the identification of long-range transport processes (Creilson
et al., 2003, 2005), and the generation of temporally extended records, that
are useful for the investigation of long term trends (Kim and Newchurch,
1996; Valks et al., 2003; Fishman et al., 2005).

In the last two decades, the advent of a new generation of satellite hy-
perspectral atmospheric sounders, which make simultaneous radiance mea-
surements with high spectral resolution and sampling rate, covering the ul-
traviolet (UV), visible (VIS) and infrared (IR) spectral ranges, has greatly
enhanced our capability to detect and quantify several tropospheric trace
gases, including ozone (Burrows et al., 2011b).

Among the tropospheric gases that can be monitored from space, ozone
is one of the most problematic ones. In fact, the contribution of tropo-
spheric ozone to the measured radiance signal must be separated from the
contribution of stratospheric ozone, which is much larger, due to the fact
that most of the atmospheric ozone is found in the stratosphere. In order to
accomplish this, several techniques were developed during the last 20 years.
The rationale behind the first tropospheric ozone retrieval algorithms was
to isolate the stratospheric ozone column by means of limb measurements
(Fishman et al., 1990; Schoeberl et al., 2007) or total ozone retrievals over
high-altitude clouds (Ziemke et al., 1998, 2001), and then subtract it from
a co-located or neighboring measurement of the total ozone column. In the
case of limb measurements, the separation between stratosphere and the
troposphere is achieved thanks to the limb viewing geometry, whose line of
sight does not encounter the atmospheric layers located beneath the upper
troposphere/lower stratosphere (UTLS). In the case of measurements over
high clouds, it is assumed that such clouds shield the underlying troposphere,
and that the stratospheric ozone field does not have a significant horizontal
variability within a certain number of neighboring pixels. If these assump-
tions hold true, it is possible to say that total ozone column retrievals over
high altitude clouds actually represent stratospheric columns, which can be
subtracted from total ozone columns retrieved over neighboring clear-sky
pixels to yield an approximated value for the tropospheric ozone column.
This type of approach has been mainly used over the Tropics, where high
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convective clouds are more frequent.

During the last decade, the improved sensitivity to the lower tropo-
spheric layers that was achieved with new satellite instruments — including
the Global Ozone Monitoring Experiment (GOME), the SCanning Imaging
Absorption spectroMeter for Atmospheric CHartographY (SCIAMACHY)
and the Ozone Monitoring Instrument (OMI) — has enabled the develop-
ment of algorithms which directly derive tropospheric ozone information
from ozone profiles retrieved through an Optimal Estimation (OE) scheme
(Munro et al., 1998; Liu et al., 2005, 2006, 2010).

OE retrieval schemes make use of forward Radiative Transfer Models
(RTMs), that are computationally intensive and require a consistent charac-
terization of the whole atmospheric state, including the properties of clouds,
aerosols and spectrally interfering trace gases (i.e. gases which have absorp-
tion features in the same spectral region as the trace gas of interest), which
in most cases must be assumed a priori. This can cause the retrieval process
to be slow and sensitive to wrong a priori assumptions, as well as to forward
modeling errors (Rodgers, 2000).

An alternative approach to the direct determination of tropospheric
ozone from satellite measurements is represented by Neural Network (NN)
algorithms. Instead of explicitly using a forward model, NNs attempt to
approximate the relationship between the measured radiance and the atmo-
spheric parameter of interest directly by means of a nonlinear regression on
a given training set (Bishop, 1995a). In the case of atmospheric retrievals,
the training set for a NN algorithm will consist of simultaneous realizations
of the radiometric measurements and the geophysical process of interest.
In addition, other parameters that can be useful to better constrain the
relationship between the radiance measurements and the parameter to be
retrieved (e.g. information on the observation geometry, other atmospheric
parameters) can be given as inputs to a NN. For the training of a NN to be
successful, a large and comprehensive training set must be built, possibly
covering all the atmospheric situations that can be encountered in reality
(e.g. heavy pollution events, tropopause folds).

Although the training process can be slow, a trained NN is able to op-
erate very quickly, which is an attractive feature for operational retrievals.
Furthermore, NNs allow to handle heterogeneous data in an easy way ( West-
water, 2003). This is an important feature when a complex model relating
a large number of different quantities (e.g. atmospheric optical thickness,
tropopause height and tropospheric ozone column) cannot be explicitly for-
mulated, although it is known that a physical correlation between these
quantities exists. On the other hand, a disadvantage of NNs lies in the diffi-
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cult interpretation of their results. Such difficulty arises from the fact that
the physical relationships underlying the retrieval process are represented
by a NN in a purely numerical form, without any reference to the causal
relationships that link the observed data. Because of this, NN retrieval
schemes do not provide diagnostics that measure the relative contribution
of each atmospheric layer to the retrievals and the number of independent
pieces of information provided by the algorithm — such as the averaging ker-
nels and the degrees of freedom for signal (DFS) (Rodgers, 2000) — whose
computation requires an RTM.

NNs have been successfully applied in several branches of atmospheric
remote sensing (Blackwell and Chen, 2009), including retrievals of ozone pro-
files (Del Frate et al., 2002; Mdller et al., 2003), total ozone (Miiller et al.,
2002) and tropospheric ozone column (Sellitto et al., 2007, 2011, 2012a). Re-
cently, a new NN algorithm for tropospheric ozone retrieval over the northern
mid-latitudes from OMI data — named OMI-TOC NN (OMI Tropospheric
Ozone Column Neural Network) — has been proposed (Sellitto et al., 2011).
In this chapter, the results of a validation of this latter algorithm with ozone
soundings performed at a number of FEuropean stations are presented.

This chapter is organized as follows. In Section 2.2 a brief overview of the
NASA Aura-OMI mission is given. In Section 2.3 a description of the OMI-
TOC NN algorithm is given. In Section 2.4 the ozonesonde sites used for
this validation and the co-location criteria are described. In Section 2.5 the
validation results are shown, the temporal trends in the retrieval errors are
discussed, and the importance of a parameter which was not originally used
in the NN input vector — namely, the tropopause pressure — is demonstrated.
In Section 2.6, it is shown that the inclusion of the tropopause pressure in
the input vector of the NN improves its retrieval capabilities in case of low
tropopauses. The conclusions are drawn in Section 2.7.

2.2 The NASA-Aura mission and the OMI instru-
ment

The NASA EOS Aura mission (Schoeberl et al., 2006), started in 2004 with
the launch of the homonymous satellite, aims at the study of the atmo-
spheric composition, chemistry and dynamics. The scientific instrumenta-
tion onboard the Aura satellite includes the OMI instrument, as well as the
Tropospheric Emission Spectrometer (TES), the Microwave Limb Sounder
(MLS) and the HIgh Resolution Dynamics Limb Sounder (HIRDLS).

The OMI instrument (Levelt et al., 2006b) is a nadir UV/VIS imag-
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ing spectrometer, that measures direct and backscattered solar radiation in
three channels; namely, the UV1 channel (270-310 nm), the UV2 channel
(310-365 nm) and the VIS channel (365-500 nm). The UV1 and UV2 chan-
nels are the most important ones for ozone monitoring, because they cover
the Hartley and Huggins absorption bands of the ozone molecule. The VIS
channel is used for observations of clouds, aerosols and other atmospheric
trace gases (e.g. nitrogen dioxide, formaldehyde). However, it does not
cover the most absorbed part of the ozone Chappuis absorption bands (i.e.
about 530-610 nm). Therefore, this channel cannot be directly exploited in
ozone retrievals.

OMI can observe the Earth’s atmosphere in three observation modes.
In the main mode — called the Global measurement mode — OMI has a
swath width of 2600 km, a nadir pixel size of 13 x 48 km? (along- x across-
track) for the UV1 channel and 13 x 24 km? for the UV2 and VIS chan-
nels. The pixel size increases in the swath direction for increasing distances
from the satellite ground track. The OMI average spectral resolution is
of about 0.4 nm in the UV1 and UV2 channels and about 0.6 nm in the
VIS channel. The OMI Global measurement mode provides almost global
coverage in one day. In principle, a complete daily global coverage is pos-
sible at midlatitudes. However, a complex instrumental effect, called row
anomaly — which started to appear in the Level 1B data on June 25th
of 2007 — creates some gaps in the instrumental coverage. More informa-
tion on this effect is available from the Royal Dutch Meteorological In-
stitute (KNMI — Koninklijk Nederlands Meteorologisch Instituut) website
(www.knmi.nl/omi/research/product /rowanomaly-background.php).

In addition to the Global mode, two so-called “zoom-in” observation
modes are available. In both modes the nadir pixel size is reduced to 13 x 12
km?. In the Spatial zoom-in mode the pixel size is reduced at the expense
of the swath width, which decreases to 725 km; in the Spectral zoom-in
mode the reduction comes at the expense of the wavelength range, which is
limited to 306-432 nm (Levelt et al., 2006b). Zoom-in observations are only
performed during selected orbits.

2.3 The OMI-TOC NN algorithm

Recently, a NN algorithm for tropospheric ozone column retrieval from OMI
reflectance measurements has been proposed (Sellitto et al., 2011). Here-
inafter, this algorithm will be referred to as OMI-TOC NN. The design and
optimization stages of the algorithm are thoroughly discussed in (Sellitto
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Table 2.1: Summary of the stations used in the training set of the OMI-TOC
NN. After Sellitto et al. (2011).

Station Country Latitude Longitude N. co-locations
Barajas (Madrid) Spain 40.46°N  3.65°W 107
Boulder United States 40.09°N  105.25°W 95
Bratt’s Lake Canada 50.21°N  104.71°W 108
Churchill Canada 58.75°N  94.07°W 91
Egbert Canada 44.23°N  79.78°W 103
Goose Bay Canada 53.30°N  60.36°W 126
Hohenpeissenberg Germany 47.80°N  11.02°E 360
Huntsville United States 34.72°N  86.64°W 82
Isfahan Iran 32.48°N 51.43°E 36
Kelowna Canada 49.93°N  119.40°W 116
Legionowo Poland 52.40°N  20.97°E 179
Lindenberg Germany 52.21°N  14.12°E 161
Payerne Switzerland 46.69°N 6.57°E 463
Sapporo Japan 43.06°N  141.33°E 117
Tateno Japan 36.06°N  140.10°E 120
Trinidad Head United States 40.80°N  124.16°W 57
Uccle Belgium 50.80°N 4.35°E 390
Wallops Island United States 37.89°N  75.48°W 57

et al., 2011). The OMI-TOC NN was trained and tested with an extended
set of ozonesonde measurements taken at the northern midlatitudes between
2004 and 2008. The ozonesonde stations whose data were used in the train-
ing set are listed in Table 2.1. The OMI-TOC NN performances were found
to be comparable, and in some cases slightly better, with respect to those of
the Trajectory enhanced Tropospheric Ozone Residual (TTOR) (Schoeberl
et al., 2007) and OE (Liu et al., 2006) algorithms over a set of co-located
ozonesonde measurements (Sellitto et al., 2011). These results suggest that
the OMI-TOC NN is a valuable alternative method for tropospheric ozone
retrievals from OMI data.

The input vector for the OMI-TOC NN consists of OMI spectral re-
flectances at 19 selected wavelengths, extracted from OMI Level 1b data;
the Solar Zenith Angle (SZA) and the total ozone column taken from the
operational OMI Level 2 product. Only Global measurement mode data
were used, because only this observation mode provides daily global cover-
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age. The 19 wavelengths were selected according to an Extended Pruning
(EP) technique (Del Frate et al., 2005a). This technique aims at reducing
the dimensionality of an input vector for a NN by retaining only the most
informative inputs, i.e. those who have the strongest influence on the NN
output. 6 of the selected wavelengths belong to the 305-307 nm range (cov-
ered by the OMI UV1 channel), while the remaining 13 wavelengths lie in the
322-325 nm range (covered by the OMI UV2 channel). The spectroscopic
relevance of these two spectral ranges in the context of ozone retrievals is
discussed by Sellitto et al. (2012a).

The dimensionality reduction of the reflectance spectra is useful for a
number of reasons. First, using full spectra would lead to a very big input
vector, which would in turn cause a need for a larger training dataset and
longer training times. Second, there would be the risk of including irrele-
vant information in the input vector, which may compromise the learning
capabilities of the NN (e.g. by causing overfitting).

In order to homogenize the spatial resolution of the input spectra, the
UV2 reflectances were degraded to the spatial resolution of the OMI UV1
channel (see Section 2.2). The resolution degradation was performed through
simple arithmetical averages between pairs of adjacent spatial pixels in the
across-track direction.

The output quantity for the NN, i.e. the retrieved parameter, is the in-
tegrated ozone column between the surface and the 200 hPa pressure level.
From now on, the name Tropospheric Ozone Column (TOC) will be used
when referring to this quantity. However, it must be pointed out that the
choice of a static upper integration limit in the definition of the TOC —
regardless of the actual tropopause height — may be inaccurate. The prob-
lems that can arise as a consequence of this choice are shown and critically
discussed in Section 2.5.

2.4 Validation set and intercomparison methodol-
ogy

Six European ozonesonde stations were used in the validation of the OMI-
TOC NN: Ankara (Turkey), Izana (Canary Islands, Spain), Lerwick (Shet-
land Islands, United Kingdom), Valentia Island (Republic of Ireland), L’ Aquila
and San Pietro Capofiume (Italy). No data from such stations were used
during the training of the OMI-TOC NN. Data acquired between October
2004 and December 2008 were considered in this validation exercise. This
is the same period that is covered by the training dataset of the OMI-TOC
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NN. This choice was made in order to ensure that eventual problems in the
algorithm are not caused by instrumental changes that may have occured
after the period covered by the training set.

The data for Ankara, Lerwick and Valentia Observatory were taken from
the World Ozone and Ultraviolet Data Center (WOUDC) archive. The data
for Izana were taken from the public archive of the Network for the Detection
of Atmospheric Composition Change (NDACC).

In addition to the data available from WOUDC and NDACC, data from
the two Italian ozonesonde stations of L’Aquila and San Pietro Capofiume
were used.

The L’ Aquila ozone soundings were performed by the University of I’ Aquila
and the Centre of Excellence for the integration of remote sensing techniques
and modeling for the forecast of severe weather (CETEMPS — Centro di
Eccellenza di Telerilevamento e Modellistica numerica per la Previsione di
eventi Severi). The ozonesonde station is located at the CETEMPS atmo-
spheric observatory, Casale Calore di San Vittorino (42.3°N, 13.31°E, 683
m a.s.l.), near the town of L’Aquila. The ozonesondes are SPC-6A type
Electrochemical Concentration Cell (ECC) sondes (Komhyr, 1969; Johnson
et al., 2002), interfaced with Vaisala RS-92 PTH (Pressure, Temperature,
Humidity) radiosondes.

The ozone sounding activity at L’Aquila is performed within the frame-
work of a collaboration between CETEMPS, L’Aquila University and the
Italian Ministry for the Environment and Territory. The first soundings were
performed in 1994. Since 2004, about 2 soundings per month have been reg-
ularly carried out on average. In the past, L’Aquila ozonesonde data were
used in the validation of ozone profiles retrieved by the Michelson Interfer-
ometer for Passive Atmospheric Sounding (MIPAS), onboard Envisat ([Rizi
et al., 2003; Cortesi et al., 2007).

The San Pietro Capofiume ozone soundings were performed under the
responsibility of the Italian National Research Council (CNR — Consiglio
Nazionale delle Ricerche) Institute for Atmospheric and Climate Sciences
(ISAC - Istituto di Scienze dell’Atmosfera e del Clima). The San Pietro
Capofiume ozonesondes are ENSCI-Z type ECC sondes, interfaced with
Vaisala RS-80 PTH radiosondes.

In the past, ozone soundings were regularly performed at San Pietro
Capofiume from 1991 to 1995 (Banzi et al., 1994), and a specific campaign
was organized in 1997 ( Giovanelli et al., 2004). In 2004 and 2005, a sporadic
sounding activity was carried out. However, it was subsequently interrupted
due to scarcity of research funds. The data acquired during 2004 and 2005
were used in this work.
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Within the above mentioned set of locations, different climatological
characteristics are represented. This allows the geographical generalization
capabilities of the OMI-TOC NN algorithm to be assessed, even at the upper
and lower boundaries of the latitudinal range covered by the training set.
Izafia is close to the African continent and not far from the Tropic of Can-
cer, and thus can be regarded as an hybrid midlatitude/subtropical station,
being influenced by air masses coming from both the midlatitudes and the
subtropics (Oltmans et al., 2006). Lerwick and Valentia are characterized by
an oceanic climate, and are subjected to advections of both midlatitude and
polar air masses (Mariotti et al., 1997). Hence, these stations can either
behave as polar or midlatitude stations depending on the location of the
polar front. Ankara, L’Aquila and San Pietro Capofiume can be regarded
as typical midlatitude stations. Furthermore, all the stations are located in
geographical areas which are not covered by the training set of the OMI-
TOC NN algorithm. For this reason, validating the algorithm over this
set of locations can give a reliable insight on its geographical generalization
capabilities, as well as on its limitations.

In order to generate the validation set, the same co-location criteria
as those used in the development of the OMI-TOC NN algorithm (Sellitto
et al., 2011) were followed. Specifically, an ozone sounding and an OMI
pixel were considered as co-located if two criteria were met: (i) the nominal
coordinates of the ozonesonde station and those of the pixel center were no
more than £1° apart; and (ii) no more than 12 hours had elapsed between
the ozone sounding and the Aura overpass on the ozonesonde station.

By using these criteria, a total of 808 input-output pairs for validation
were created. The number of co-locations obtained for each station is given
in Tab. A.l. An exiguous number of co-locations was obtained for San
Pietro Capofiume. However, such data have been included in the present
study for sake of completeness.

2.5 Validation results

The validation results from October 2004 to December 2008 are shown in the
scatter plot in Fig. 2.1. The retrieved TOCs are given an the abscissa, the
true TOCs are given as the ordinate. A Root Mean Square Error (RMSE)
of 10.21 DU was found. This value is definitely higher than that found in
the validation results shown in Sellitto et al. (2011), over a different set of
ozonesonde stations. Furthermore, from a visual inspection of the scatter
plot, it is evident that the algorithm has a systematic tendency to underes-
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Table 2.2: Summary of the stations used in the validation presented in this
work.

Station Country Latitude Longitude N. data
Ankara Turkey 39.95°N  32.85°E 112
Izana Spain 28.29°N  16.49°W 227
L’Aquila Italy 42.38°N  13.31°E 76
Lerwick United Kingdom 60.13°N 1.18°W 240
San Pietro Capofiume Italy 44.65°N 11.62°E 12

Valentia Observatory  Republic of Ireland 51.93°N  10.25°W 141

timate tropospheric ozone values larger than about 60 DU and overestimate
values smaller than about 25 DU. Some quantitative statistics confirm this
impression: 29 out of 33 TOCs larger than 25 DU are overestimated, and 42
out of 48 TOCs larger than 60 DU are underestimated. In order to assess
whether this behaviour displays a geographical dependence, the validation
results were separately analyzed for each station.

The scatter plots of true versus retrieved TOCs for each ozonesonde sta-
tion are shown in Fig. 2.2. It can be noted that, whilst the Ankara and
L’Aquila scatterplots have a fairly symmetrical shape, the scatter plots for
Izafia, Lerwick and Valentia Observatory exhibit a quite pronounced un-
derestimation tendency throughout the whole dynamical range of the TOC
values.

One possible reason for the systematic underestimation of TOCs higher
than 60 DU lies in the choice of 200 hPa as a static upper integration limit
for the retrieved ozone column. In fact, if this TOC definition is used,
extreme TOC values can be expected when the actual tropopause pressure
exceeds 200 hPa (i.e., when the actual tropopause height is lower than the
upper integration limit used in the OMI-TOC NN), because a large portion
of stratospheric air — which is very rich in ozone — is included in the column
over which the ozone profile is integrated in order to derive TOC. As a
result, including the tropopause pressure in the input vector can help the
NN discriminate such cases of enhanced TOC, and hence improve the overall
retrieval accuracy.

In order to check the correctness of this hypothesis, an analysis of the
retrieval error versus the actual tropopause pressure was carried out for each
station. The tropopause pressure data were taken from the NCEP/NCAR
Reanalysis 1 (Kalnay et al., 1996). Plots representing the retrieval error
against the tropopause pressure for each station are shown in Fig. 2.3. A
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Results for all the stations — OMI-TOC NN
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Figure 2.2: Scatter plots of true vs.
station.
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Figure 2.3: TOC retrieval error vs. tropopause pressure for all the
ozonesonde stations considered in this work.

trend line, resulting from a quadratic fit of the retrieval error versus the
tropopause pressure, is superimposed on each plot. It can be seen that the
error trend is particularly clear on Lerwick and Valentia Observatory, where
cases of tropopause pressures considerably larger than 200 hPa are most
frequent.

2.6 Correction of tropopause related errors

The results shown in Section 2.5 confirm the hypothesis that a relationship
between the retrieval accuracy of the OMI-TOC NN and the tropopause
pressure exists. Furthermore, they suggest that the use of tropopause in-
formation as an input for the algorithm has the potential to enhance the
retrieval accuracy. For this reason, a first attempt was made to design a
new NN algorithm receiving such information as an input. The OMI Level
1B data were co-located with the NCEP/NCAR tropopause pressure fields
in order to generate training, testing and validation sets for the new NN.
The same stations used in the OMI-TOC NN were used to train the new NN.
A comparison between the two NNs in terms of training, test and validation
RMSE is shown in Table 2.3. The standard deviations of the sonde TCOs
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Table 2.3: RMSE on training, test and validation sets for the OMI-TOC
NN and its modified version.

Dataset TOC std [DU] RMSE [DU]

OMI-TOC NN  Mod. OMI-TOC NN
Training 11.49 7.43 6.22
Test 11.23 8.03 7.20
Validation 11.83 10.21 8.40

in the three sets are also reported. It can be observed that the new NN has
a lower RMSE with respect to the previous one on all the three sets.

The overall results for the set of ozonesonde stations considered in this
paper are shown in Fig. 2.4. A significant reduction in the both RMSE
and the bias is evident. Particularly significant is the reduction in the un-
derestimation tendency for high values of TCO. Out of the 48 TCOs larger
than 60 DU, 25 were found to be underestimated by the modified OMI-
TOC NN, in contrast with the 42 underestimations found for the original
NN (Section 2.5). In more formal terms, if TOC,e, is the retrieved TOC
and TOCg,pge is the TOC measured by an ozonesonde, we can say that the
conditional probability Prob(TOC,et; < 60 DU|TOCgonge > 60DU) on the
validation dataset can be estimated in about 88% for the original OMI-TOC
NN described in Sellitto et al. (2011) and about 52% for the modified NN
proposed in this paper.

Table 2.4 summarizes the performances of both the OMI-TOC NN and
its modified version in terms of RMSE and mean bias. Mean and standard
deviation of the TOCs measured by the ozonesondes are also reported, in
order to facilitate the interpretation of the validation results. The results
divided by station are also shown, in form of scatter plots, in Fig. 2.5.

The improvements are evident on Ankara and L’Aquila, and dramatic on
Lerwick and Valentia Observatory. Such improvements were not found on
Izana, which still appears to be the most problematic station amongst those
shown in this paper. From a visual inspection of the upper right panel of Fig.
2.3, it is evident that the tropopause pressures over Izana were most often
far below 150 hPa (i.e. the tropopause was considerably higher than the
corresponding altitude level) with regard to the ozone soundings used in this
validation exercise. This suggests that Izana mostly behaved as a tropical
station, and thus portends poor performances of the OMI-TOC NN with air
masses of tropical origin. This behaviour appears reasonable, because the
OMI-TOC NN was trained using only midlatitude data. Anyway, further
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Results for all the stations — Modified OMI-=TOC NN
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Figure 2.4: Scatter plot of true vs. retrieved TOCs for all the stations
considered in this work, for the modified version of the OMI-TOC NN.

investigations are ongoing in order to interpret this result.

In Figs. 2.6 and 2.7, time series of true and retrieved TOC over the
six stations considered in this paper are shown for the modified OMI-TOC
NN. Apart from the above mentioned case of Izana, where a strong negative
bias of the NN versus the ozonesonde data exists, a slight underestimation
tendency can be observed over all the six stations considered in this paper.
Such tendency appears to be strongest during the summer months, as evi-
dent from the results on Ankara (Fig. 2.6, above panel) and L’Aquila (Fig.
2.6, below panel). Specifically, it appears that the OMI-TOC NN is not able
to reproduce situations of enhanced TOCs that occur during the summer.
It is still not clear whether this fact is caused by a lack of sensitivity of the
algorithm to the lowest atmospheric layers. Appropriate actions, aimed at
reducing this effect, should be taken in the development of further versions
of the OMI-TOC NN algorithm.

2.7 Outline

In this chapter, the results of a validation of a NN algorithm for tropo-
spheric ozone column retrieval from OMI data — named the OMI-TOC NN
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Figure 2.5: Scatter plots of true vs. retrieved TOCs divided by ozonesonde
station, for the modified version of the OMI-TOC NN.
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Figure 2.6: Time series of true and retrieved TOCs for Ankara, Izana
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— are shown. The validation was performed over six ozonesonde stations
distributed across the European continent. This validation set is considered
as a benchmark for the retrieval performances of the algorithm, as it rep-
resents a number of climatological situations that can be encountered over
Europe.

A good agreement over Ankara, L’Aquila and San Pietro Capofiume —
the most central stations in terms of latitude — was found. However, strong
negative biases are present over Lerwick, Valentia Observatory and Izana,
especially in conditions of high TOC values. In order to investigate the
reasons for this problem, the retrieval bias of the OMI-TOC NN algorithm
was analyzed as a function of the tropopause pressure values taken from the
NCEP/NCAR Reanalysis 1. A significant correlation between tropopause
pressure and retrieval error was found. As a consequence, a new version of
the OMI-TOC NN, having the NCEP/NCAR tropopause pressures in its
input vector, was designed, and its results were evaluated over the same
validation set.

The modified OMI-TOC NN algorithm exhibited a considerably im-
proved retrieval accuracy, in terms of RMSE, over the whole validation set.
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The improvements were found to be most significative on the northernmost
stations of Lerwick and Valentia Observatory, where cases of low tropopauses
(i.e. high tropopause pressures) are most frequent. However, no improve-
ments were observed on Izana, where tropopause pressures larger than 200
hPa are quite unlikely. The results of the modified OMI-TOC NN on Izana
also suggest that using the tropopause pressure as an input for the algo-
rithm is still not sufficient to improve the retrieval accuracy in cases of high
tropopauses. In the future, this issue will be addressed by including tropical
ozonesonde stations in the training set.

A major point that might be raised on the basis of these results is that us-
ing 200 hPa as upper integration limit in the TOC definition is not a sensible
choice in order to characterize the tropospheric ozone column. Further ver-
sions of the OMI-TOC NN algorithm should provide estimates of the ozone
column up to the actual tropopause, whether it be defined based on the
NCEP/NCAR Reanalysis or by other means (e.g. dynamical tropopause).
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Chapter 3

Global tropospheric ozone
retrievals from OMI data by
means of neural networks

Parts of this chapter are extracted from the following paper:

Di Noia, A., P. Sellitto, F. Del Frate and J. de Laat (2013), “Global tro-
pospheric ozone retrievals from OMI data by means of neural networks”,
Atmos. Meas. Tech., 6, 895-915, doi:10.5194/amt-6-895-2013.

3.1 Introduction

Ozone is one of the most important trace gases in the Earth’s atmosphere.
Ozone is most abundant in the stratosphere, where it shields the troposphere
from harmful ultraviolet radiation. In the troposphere, ozone acts as a
precursor of the hydroxyl (OH) radical, which is able to remove pollutants
from the troposphere via oxidation reactions (Jacob, 1999). Furthermore,
tropospheric ozone is a pollutant itself, since it is harmful for the biosphere
when it reaches high concentrations near the Earth’s surface (Heck et al.,
1982; Lippmann, 1989). Finally, tropospheric ozone acts as a greenhouse
gas (Shindell et al., 2006).

Tropospheric ozone variations may occur over relatively small spatial
scales. Concentrations of tropospheric ozone are affected by several fac-
tors. First, they depend on the concentrations of its precursors — namely,
nitrogen oxides (NOy), carbon monoxide (CO) and Volatile Organic Com-
pounds (VOCs) — which are either emitted as a consequence of human
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activities or due to natural causes (e.g. lightnings, which produce NOy).
Since tropospheric ozone is produced from its precursors via photochemical
reactions (Chameides and Walker, 1973), the intensity of the solar radia-
tion reaching the troposphere is another important factor. A further source
of tropospheric ozone is the downward transport of air rich in ozone from
the stratosphere, during the so called Stratosphere-Troposphere Exchange
(STE) (Holton et al., 1995). This process is particularly significant at mid-
latitudes (see, e.g., Shapiro, 1980). Long-range transport of tropospheric
ozone and its precursors also affects its spatial distribution (Carmichael
et al., 1998; Creilson et al., 2003).

Monitoring tropospheric ozone using satellite instruments is important
in order to obtain a global picture of its distribution. However, several
difficulties are encountered in inferring tropospheric ozone concentrations
from satellite observations. First, the contribution of tropospheric ozone
to the measured radiances is much weaker than the contribution coming
from stratospheric ozone. Second, current ultraviolet or thermal infrared
measurements have usually a reduced sensitivity to lower tropospheric ozone
(Natraj et al., 2011, and references therein).

The first attempts to derive information on tropospheric ozone from
satellite observations date back to the 1980’s. Fishman et al. (1986, 1987)
first suggested that total ozone measurements made from the Total Ozone
Mapping Spectrometers (TOMS) could contain information on cases of en-
hanced tropospheric ozone. In the first algorithms for quantitative tropo-
spheric ozone retrievals, the information on tropospheric ozone was obtained
by subtracting a stratospheric ozone column measurement from a co-located
total ozone measurement. The stratospheric ozone column was estimated
from limb observations (Fishman and Larsen, 1987; Fishman, 2000, and
references therein) or from ozone column measurements above high convec-
tive clouds (Ziemke et al., 1998, 2001; Ahn et al., 2003; Newchurch et al.,
2003) or high mountains (Jiang and Yung, 1996; Kim and Newchurch, 1996;
Newchurch et al., 2001). An alternative approach, specifically designed for
TOMS observations, was to directly infer tropospheric ozone information
based on the dependence of TOMS total ozone columns on the scan angle
of the instrument (Kim et al., 1996, 2001, 2004).

More recently, after the development of new satellite instruments, with
hyperspectral measurement capabilities, the direct determination of tropo-
spheric ozone from the UV /VIS part of the spectrum has become feasible
(Munro et al., 1998; Liu et al., 2005, 2006, 2010). Nevertheless, residual tech-
niques similar to those described above for TOMS have been also applied
to hyperspectral data. For instance, Valks et al. (2003) developed a cloud

62



slicing algorithm for the Global Ozone Monitoring Experiment (GOME),
whereas nadir-limb residual techniques have been used by Ziemke et al.
(2006); Schoeberl et al. (2007) and Yang et al. (2007) to estimate tropo-
spheric ozone column by subtracting Microwave Limb Sounder (MLS) limb
stratospheric ozone columns from Ozone Monitoring Instrument (OMI) to-
tal ozone columns. Recently, Ebojie et al. (2013) have developed a residual
method for retrieving the tropospheric ozone column from a matching be-
tween limb and nadir SCTAMACHY measurements.

Another possibility to directly retrieve tropospheric ozone from satellite
hyperspectral observation is the application of Neural Networks (NNs). NN
algorithms for tropospheric ozone retrievals from OMI and the Scanning
Imaging Absorption spectrometer for Atmospheric Chartography (SCIA-
MACHY) have been recently developed (Sellitto et al., 2011, 2012a, re-
spectively). In particular, Sellitto et al. (2011) developed an algorithm to
retrieve tropospheric ozone from OMI data at northern midlatitudes, named
the OMI-TOC NN. The algorithm yields daily estimates of the tropospheric
ozone column from surface to 200 hPa at the northern midlatitudes, by us-
ing OMI reflectance spectra, Solar Zenith Angle (SZA) at 19 wavelengths
and the total ozone column from the OMI-TOMS total ozone (OMTO3)
Level 2 product (Bhartia and Wellemeyer, 2002). The performances of the
OMI-TOC NN algorithm were shown to be comparable with those of the
physics-based algorithms of Schoeberl et al. (2007) and Liu et al. (2010)
by means of a validation exercise with ozonesonde measurements at north-
ern midlatitudes, with Root Mean Square (RMS) errors around 8 DU and
correlation coefficients around 0.60 between the actual and the retrieved
tropospheric ozone columns (Sellitto et al., 2011). Di Noia et al. (2013a)
further validated the OMI-TOC NN over a number of European ozonesonde
stations, finding similar results, and pointing out the possible presence of a
negative bias in the OMI-TOC NN in cases of low tropopauses (tropopause
pressures larger than approximately 250 hPa).

The main limitations of the OMI-TOC NN algorithm are its coverage,
which is limited at the northern midlatitudes, and the choice to use the
200 hPa level as upper integration limit for the retrieved ozone columns,
regardless of the actual tropopause conditions. In particular, this latter fea-
ture raises the question of whether it is legitimate to say that the retrieved
ozone columns are “tropospheric”, since even at midlatitudes the actual
tropopause pressure can be very different from 200 hPa (Hoinka, 1998). In
order to overcome this problem, a pre-processed tropopause height can be
used as upper integration limit for the retrieved ozone columns. By doing so,
it is possible to produce estimates that represent the actual “tropospheric”
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ozone column more realistically. For this study, the thermal tropopause
given by the National Center for Environmental Prediction (NCEP) / Na-
tional Center for Atmospheric Research (NCAR) Reanalysis (Kalnay et al.,
1996) has been used.

In this chapter, the results of an improved NN algorithm for tropospheric
ozone retrieval are presented. The improvements can be summarized as fol-
lows: (i) the geographical coverage of the algorithm is extended to the entire
globe, whereas the OMI-TOC NN was limited to the northern midlatitudes;
(ii) an estimate of the ozone column from the surface to the NCEP/NCAR
tropopause is produced; (iii) a number of ancillary data are used as ad-
ditional inputs for the algorithm in order to better constrain the retrieval
problem; (iv) the observation geometry is better parameterized in the input
vector by including the viewing zenith angle (VZA) and the terrain height;
(v) the TOMS total ozone column is not used anymore in the input vector, so
as to make the new algorithm independent from other ozone products. The
main differences between the two algorithms are summarized in Table 3.1.

Besides these key points, a number of additional technical issues are
addressed in the pre-processing of OMI radiance and irradiance spectra
(namely, several refinements were introduced in the data quality control
and filtering routines). Furthermore a different input dimensionality reduc-
tion strategy is adopted, with a simple linear Principal Component Analysis
(PCA) used instead of the Extended Pruning (EP) technique. The new
algorithm will be henceforth referred to as OMITROPO3-NN.

This chapter is organized as follows. In Section 3.2 the generation of the
OMITROPO3-NN dataset is described and all the pre-processing steps are
discussed; in Section 3.3 the choices made in the NN training are explained;
general validation results are shown in Section 3.4; in Section 3.5 global
tropospheric ozone fields retrieved on two dates during August 2006 are used
as examples, in order to give further insight into some of the characteristics
of the OMITROPO3-NN; Section 3.6 presents conclusions and hypotheses
for future work.

3.2 Preparation of the OMITROPO3-NN dataset

3.2.1 Definition of the input vector

The list of the input quantities used in the design of the OMITROPO3-NN
is shown in Table 3.1. The OMITROPOS3-NN retrieves tropospheric ozone

columns from reflectance spectra measured in the range 310-345 nm, covered
by the OMI UV-2 channel (Levelt et al., 2006b). Wavelengths longer than
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Table 3.1: Differences between the OMITROPO3-NN and the OMI-TOC
NN algorithms.

OMI-TOC NN OMITROPO3-NN
Output product O4 column from surface Oj column from surface
to 200 hPa to NCEP tropopause
Input data UV1/UV2 reflectances, UV2 reflectance PCs,
SZA, total O4 SZA, VZA, ter-
rain  height, NCEP
tropopause pressure

& temperature pro-
file, cloud fraction,
monthly mean TCO
from climatology
Coverage Northern midlatitudes  Global
Nadir nominal resol. 13 x 48 km? 13 x 24 km?

about 335 nm are outside the ozone absorption bands, but have been in-
cluded because they contain information about aerosols and surface albedo
(Kleipool et al., 2008). Furthermore, the observation geometry was taken
into account by including the Solar Zenith Angle (SZA), the View Zenith
Angle (VZA) and the terrain height in the input vector. The Relative Az-
imuth Angle (RAA) was not used in the final specification of the algorithm,
because preliminary experimental work showed that its use does not seem
to improve the retrieval performances.

Since the ozone absorption cross sections in the considered spectral range
— which covers the ozone Huggins bands — are temperature dependent, the
temperature profile from the NCEP/NCAR Reanalysis was used as an ad-
ditional input. An additional advantage associated with the use of temper-
ature as an input is the possibility of exploiting the correlations between
ozone and temperature (Miiller et al., 2003).

The tropopause pressure from the NCEP/NCAR Reanalysis was also
included in the input vector, in order to signal the upper integration limit
for the ozone column to be retrieved. Furthermore, the significant positive
correlation between tropopause height and the tropospheric ozone column
outside the Tropics (de Laat et al., 2005) can be exploited in order to reg-
ularize the retrieval. The radiative cloud fraction from the OMI rotational
Raman scattering (OMCLDRR) product (Joiner and Vasilkov, 2006) was
used to account for the enhanced UV radiances which are measured at the
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longer wavelengths of the considered spectral interval because of the pres-
ence of clouds around the Field Of View (FOV) of the instrument. Using
the cloud pressure in the input vector did not improve the retrieval perfor-
mances, therefore it was left outside the input vector in the final version of
the algorithm.

The choice of using a tropospheric ozone climatological value as an in-
put for the algorithm is worth a discussion. The retrieval of tropospheric
ozone from UV satellite measurements is strongly ill-posed, because it is
difficult to separate variations in the measured UV spectra caused by ozone
variations in the troposphere from variations which are related to changes
in stratospheric ozone. Therefore, the information content of radiometric
measurements and parameters of the forward problem (i.e. observation
geometry, temperature profile, etc.) may be not enough to perform the
retrieval. Ill-posed problems are usually addressed by complementing the
satellite measurements with ancillary data, a priori information about the
retrieved state and/or regularization constraints (Twomey, 1977; Rodgers,
2000; Doicu et al., 2010a). These quantities are used in retrieval algorithms
in order to discard solutions of the inverse problem which are extremely
unlikely and/or unphysical. As any other retrieval technique, even a neural
algorithm can benefit from this kind of information, when available. In the
context of neural algorithms, this role is partly played by the target outputs
given in the training set, as they allow an implicit regularization of the in-
verse problem, by “teaching” the NN to map the radiometric observations
into physically meaningful solutions.

However, using this constraint alone may not be enough to account for
the local and seasonal variability of the retrieved quantity. This issue can be
addressed either by training different NNs, one for each season and/or wide
geographical area (e.g. latitude band), or by introducing an input quantity
that gives the NN relevant climatological information. The latter approach
was preferred in this work, because it leads to a global NN model, flexible
enough to perform reasonably well in a broad set of situations. On the con-
trary, the former approach would have led to specialized NNs, each trained
with a reduced number of examples. This would have been especially true
for tropics and southern midlatitudes, where the spatial coverage provided
by the ozonesonde networks is much sparser than for northern midlatitudes
and poles.

In the literature about the NN based algorithms for satellite retrievals,
several ways to include a priori or first guess information in the input vector
have been proposed. For instance, Aires et al. (2001) proposed the use of a
first guess in NNs for atmospheric retrievals from microwave observations,
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while Miiller et al. (2003) simply used the latitude as a climatological indi-
cator in their Neural Network Ozone Profile Retrieval System (NNORSY)
applied to GOME data. In the present work, the monthly mean tropospheric
ozone column — taken from the Ziemke et al. (2011) OMI-MLS tropospheric
ozone climatology — was used as additional input for the retrieval algorithm.
This climatology was preferred to other climatologies — such as Fortuin and
Kelder (1998) or Logan (1998) — because it represents the tropospheric ozone
variations with longitude in a finer detail. The horizontal resolution of the
Ziemke et al. (2011) climatology is 5° in latitude and longitude.

When a priori information is used in a retrieval algorithm, the risk of
biasing the retrievals towards the a priori should be monitored. This issue
is discussed in Sect. 3.4.3.

3.2.2 Geographical coverage and co-location procedure

A comprehensive dataset of co-locations between OMI data and ozone sound-
ings was created in order to train the NN and to assess its performances.

The dataset covers the time period from 2004 to 2011, and consists
of ozone soundings taken from several sources; the archives of the World
Ozone and Ultraviolet radiation Data Center (WOUDC), Southern Hemi-
sphere Additional Ozonesondes (SHADOZ) network ( Thompson et al., 2003)
and the Network for the Detection of Atmospheric Composition Change
(NDACC), data from the Intercontinental Chemical Transport Experiment-
B (INTEX-B) Ozonesonde Network Study 2006 (IONS06) and the Arctic
Intensive Ozonesonde Network Study (ARCIONS) campaigns, performed
during 2006 and 2008 respectively (Tarasick et al., 2010), and data from
ozone soundings performed over Italy, provided by the Center for Integra-
tion of remote sensing techniques and numerical modeling for the prediction
of severe weather (CETEMPS) of L’Aquila University, the Institute of At-
mospheric Sciences and Climate (ISAC) of the Italian National Research
Council (CNR) and the Italian Air Force Centre of Aeronautical Meteoro-
logical Experimentation (ReSMA).

The geographical distribution of the ozonesonde stations whose data were
used to create the dataset is shown in Fig. 3.1.

The ozone soundings were co-located with OML1BRUG data according
to the overpass info provided by the Aura Validation Data Center (AVDC)
for the OMTO3 Level 2 product. The following procedure was followed in
performing the co-locations:

1. For each ozone sounding, the OML1BRUG files corresponding to the
overpass orbits indicated in the AVDC info were selected;
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Figure 3.1: Spatial distribution of the ozonesonde stations used to construct
the dataset to train and test the NN.

2. For each OML1BRUG file, the OMI pixel having its center closest to
the ozonesonde station was selected as a candidate for the co-location;

3. The candidate pixel was discarded if its center and the station coordi-
nates were more than 1° apart, in latitude or longitude or separated
by more than 6 hours in time.

Such co-location criteria were adopted in order to be reasonably sure
that the tropospheric air volumes sampled by OMI were representative of
the volume actually covered by the corresponding ozone soundings.

3.2.3 Pre-processing of OMI spectral measurements

The OML1BRUG radiance spectra were converted in Top Of Atmosphere
(TOA) reflectance spectra by normalization to OML1BIRR irradiance spec-
tra and cosine of the Solar Zenith Angle (SZA). A natural logarithm was
then applied to the computed reflectances. The following pre-processing
steps were applied in order to compute the TOA reflectance spectra:

1. The quality of each radiance and irradiance spectral pixel was checked
with respect to the OMI L1B quality flags, according to the guidelines
given in van den Oord and Veefkind (2002). The spectral pixels that
failed the quality test were discarded from the subsequent computa-
tions.
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2. The spectra whose number of discarded wavelengths exceeded the 5%
of the total were discarded, and were not used in the co-location pro-
cedure.

3. The radiance and irradiance spectra which survived this screening pro-
cedure were linearly interpolated on a 0.1 nm wide common spectral
grid. The linear interpolation has been chosen over more sophisticated
techniques (e.g., cubic spline interpolation) because it is computation-
ally less demanding.

4. The TOA reflectance spectra were computed using the interpolated
radiance and irradiance spectra, and the natural logarithm of the re-
sulting values was computed.

As for the quality flag based filtering, particular care was taken in order
to exclude pixels affected by row anomaly from the dataset. According
to the information available from the Royal Dutch Meteorological Insti-
tute (KNMI), the row anomaly started to appear on June 25th, 2007, af-
fecting the rows 53-54 (0 based) in the OMI across-track direction. After
about one year, it expanded to the rows 37-44, and began to assume an
erratic behaviour after January 24th, 2009, randomly affecting subsets of
the rows 24-59. Additional information about the row anomaly effect in
OMI can be found at the webpage www.knmi.nl/omi/research/product/
rowanomaly-background.php. According to this information, the flagging
of row anomaly events in the OMI Level 1B products has not been com-
plete until February 1st, 2010. Therefore, it was decided to exclude from
the dataset all the OMI measurements over the rows 24-59 starting from
January 24th, 2009, in order to be reasonably sure that the test statistics
were not compromised by contaminated pixels.

Apart from the filtering based on the quality flags, other screening ac-
tions were performed in order to strengthen the quality of the dataset.
Specifically, pixels having cloud fractions larger than 0.3 were discarded.
The choice of 0.3 as a threshold for the cloud fraction was made to estab-
lish a trade-off between the need of excluding pixels which are excessively
affected by clouds and the need of ensuring an adequate number of samples
to train the NN and assess its performances in a wide range of situations.

The spectral interpolation procedure led to log-reflectances computed at
351 wavelengths. As pointed out by several studies, the spectral features of
UV radiances or reflectances usually exhibit a considerable correlation, and
a spectral resolution of 0.1 nm is more than necessary for ozone retrievals
(Chance et al., 1997; Richter and Wagner, 2011). Therefore, the information
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content of the computed log-reflectance spectra can be considerably com-
pressed through a data dimensionality reduction technique. In this work,
a simple linear Principal Component Analysis (PCA) was used. In order
to choose an appropriate value for the number of Principal Components
(PCs) to retain after the PCA procedure, the error in the reconstruction
of the log-reflectance spectra from the compressed spectra was monitored
as a function of the number of retained PCs. This procedure led to re-
tain 20 PCs, since adding further PCs did not improve the reconstruction
significantly (reflectance reconstruction RMS error of about 0.01%).

3.2.4 Processing of ozonesonde data

The ozonesonde stations were co-located with the NCEP/NCAR tropopause
pressure fields according to a nearest neighbour criterion, i.e. each ozonesonde
profile was co-located with the closest reanalysis grid point. The ozone pro-
files were screened with respect to data affected by measurement errors.

The ozone profiles were then processed in order to compute the Tropo-
spheric Columnar Ozone (TCO) according to the following equation, that
can be found at the ESA Tropospheric Emission Monitoring Internet Service
(TEMIS) webpage (www.temis.nl):

RT) =

=1

using the NCEP /NCAR tropopause pressure as py. In Eq. (3.1), TCO is the
tropospheric ozone column expressed in Dobson Units, R = 287.3 Jkg ' K~!
is the specific gas constant for air, Ty = 273.15 K was assumed as standard
surface temperature, go = 9.80665 ms~2 was assumed as gravity accelera-
tion at sea level, pg = 1013.25 hPa was used as standard surface pressure, p;
is the i-th pressure level in hPa, and VMRo, (p;) is the ozone volume mixing
ratio at the level p;.

3.3 Design of the neural network

3.3.1 Training, validation and test subsets

The co-location procedure described in the previous section has led to the
generation of 10,017 input-output pairs. Such pairs were used to train the
NN algorithm and assess its performances with data not used during the
training phase. The network was trained using only co-locations which cover
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the period from 2004 to 2008. This choice was made in order to set aside
enough data to test the NN behaviour outside the training period. The
dataset was split into four subsets: i) 5,489 pairs were used to train the NN;
i1) 1,737 pairs were used to determine when to stop the training process via
early stopping cross-validation (see Sect. 1.4.3.4); 4ii) 2,071 pairs were used
to evaluate the generalization of the trained NN during the training period;
iv) 720 pairs were used to evaluate the trained NN generalization outside
the training period.

From now on, these four datasets will be referred to as Diyain, Dyalid,
Drest1 and Diegta, respectively. The union between Diegt1 and Diegta Will be
indicated as Diest-

In order to ensure the independence between the datasets, without af-
fecting their comprehensiveness, the data were assigned to each set based
on the ozonesonde station they referred to. Stations used in the training
dataset were not used for the test and validation datasets. A significant
number of co-locations pertaining to the different latitudinal bands were
present in each subset.

3.3.2 Input pre-processing

The input vector of the OMITROPOS3-NN consists of 43 inputs: 20 PCs
of the reflectance spectra, SZA, VZA, terrain height, NCEP/NCAR tem-
perature profiles at 17 pressure levels, NCEP/NCAR tropopause pressure,
radiative cloud fraction and monthly mean TCO. A logistic activation func-
tion was chosen for the hidden and the output layers of the NN.

Before proceeding with the NN training, a further pre-processing step
was applied to the input and target data in order to make them compatible
with the mathematical properties of the logistic function. Specifically, since
the output of the logistic function lies between 0 and 1, a linear scaling
between these values was applied to the TCO data. Similarly, all the input
data were linearly scaled between —1 and 1, in order to avoid the saturation
of the hidden neurons after the initialization of the NN weights.

3.3.3 Training and architecture selection

The NN was trained using the Scaled Conjugate Gradient (SCG) learning al-
gorithm (Magller, 1993). An heuristic procedure, as described in Sect. 1.4.3.4,
was adopted to select the number of hidden layers and neurons. The selected
NN architecture has one hidden layer with 5 neurons inside. For this ar-
chitecture, the training was stopped after about 1,000 cycles, using early
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Figure 3.2: Overall validation results, obtained both during and after the
time period covered by the training set.

stopping cross-validation.

3.4 Results

The results obtained over the whole Diest set are shown in Fig. 3.2, where the
performances of the algorithm are summarized through the mean bias, the
Root Mean Square Error (RMSE) and the Pearson correlation coefficient
between the reference values of TCO and those retrieved by the NN. A
more detailed insight on the error distribution is given in Figs. 3.3 and 3.4,
where the histograms of the absolute and the relative differences between the
retrieved and the “true” TCOs, respectively, are shown, together with some
of the relevant statistical parameter. It can be seen that the retrievals have
a small bias (0.31 DU), and that the error histograms are fairly symmetrical
(skewness of —0.41 for the absolute differences and 1.38 for the relative
differences).
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Figure 3.3: Histogram of the differences between the retrieved and the target
tropospheric ozone column.
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Figure 3.4: Histogram of the percent differences between the retrieved and
the target tropospheric ozone column.
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Table 3.2: Retrieval results during and after the period covered by the
training set. The training set covers the period from 2004 to 2008.

Period Mean Bias (DU) RMSE (DU) Pearson coeff. N. data
2004-2008 0.08 5.26 0.82 2071
2009-2011 0.96 5.93 0.86 720

3.4.1 Generalization during and after the training period

It is important to understand whether there are any differences in the per-
formances of the algorithm between the years covered by the training set
and those not covered by it, as this may provide an indication on the de-
gree of robustness of the NN with respect to changes of the instrumental
response. Separate error statistics were computed for the Diest1, contain-
ing examples pertaining to the period between 2004 and 2008 and the Diesto
sets, consisting of examples acquired after 2008. The results are summarized
in Table 3.2.

The statistics of the comparison between the NN results and the sonde
observations are similar to the results for the training period (bias smaller
than 1 DU, RMSE smaller than 6 DU, correlation coefficient larger than
0.8). These results indicate that applying the NN to OMI data acquired
after the period covered by the training set should not result in a signif-
icant performance degradation of the algorithm. This is consistent with
the very good radiometric stability displayed by OMI throughout its oper-
ational lifetime. Details about the OMI calibration status can be found at
the webpage www.knmi.nl/omi/research/calibration/instrument_status_v3/
perf_plots/index.html.

3.4.2 Geographical features in the retrieval algorithm

The performances of the algorithm were evaluated after stratifying the Dyegt
set by latitude zone. Five zones were defined: Antarctica (latitude be-
tween 90°S and 60°S), southern midlatitudes (60°S to 30°S), tropics (30°S
to 30°N), northern midlatitudes (30°N to 60°N) and Arctic (60°N to 90°N).

Maps of mean biases, Pearson correlation coefficients and RMSEs found
over the ozonesonde stations having at least 35 data included in the test
dataset are shown in Fig. 3.5.

The performances of the algorithm, in terms of mean bias, RMSE and
Pearson coefficient, are comparable for four of the five zones. Only for the

74


www.knmi.nl/omi/research/calibration/instrument_status_v3/perf_plots/index.html
www.knmi.nl/omi/research/calibration/instrument_status_v3/perf_plots/index.html

-120 -60 0 60 120

—-120 —60 0 50 120

7{20 760 O Sb 120
Figure 3.5: Mean bias (top), Pearson correlation coefficient (middle) and
RMS difference (bottom) between ozonesonde measurements and retrievals

for all the measurement stations havi% at least 35 measurements in the test
dataset.



Table 3.3: Summary of the comparisons between OMITROPO3-NN and
ozonesondes

Latitude band Mean bias (DU) RMSE (DU) Pearson coeff. N. data

90°S-60°S 1.99 5.63 0.86 271
60°S-30°S 1.45 5.22 0.76 181
30°S-30°N 0.59 5.65 0.80 611
30°N-60°N 0.52 5.28 0.82 1357
60°N-90°N —2.69 5.66 0.54 371

Arctic region the bias was larger. The causes of this bias are currently
under study. A possible reason might line in artifacts related to the occa-
sionally difficult definition of the tropopause in this region.The results are
summarized in Table 3.3.

Table 3.4 presents a summary of the comparison statistics for each of
the stations with at least 20 measurements included in the Dt set. The
stations are sorted in order of increasing latitude. For most stations the NN
results agree quite well with the sonde observations (correlations between
0.72 and 0.88, biases between —3 and 2 DU). The latest 5 entries in Table 3.4
are the Arctic stations. It can be noticed that the OMITROPO3-NN has a
negative bias over all these stations. Such bias is particularly significant at
Sodankyla (—3.68 DU).

Scatter plots and time series of the “true” and retrieved TCO as a func-
tion of the Day Of Year (DOY) for the stations Broadmeadows (Australia)
and Goose Bay (Canada) are shown in Figs. 3.6 and 3.7 as examples.

3.4.3 Non-climatological features

An important question is to what extent is the algorithm capable of rec-
ognize anomalous events, i.e. cases of large departures of the actual TCO
from its climatological value used as an a priori for the retrieval. In order
to investigate this aspect, a TCO relative anomaly was defined as the per-
cent difference between the actual TCO and its climatological value taken
from the Ziemke climatology, and the difference between the retrieved and
the actual TCO anomalies was analyzed. The results on the Dyt set are
plotted in Fig. 3.8. The correlation coefficient between the actual and the
retrieved TCO anomalies is smaller than the correlation found between the
TCO absolute values. Nevertheless, there still exists a reasonable agreement
between the actual and the retrieved anomalies, as correlations decreased
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Table 3.4: Retrieval results divided by station, sorted by increasing latitude.
Only stations with at least 20 measurements included in the Diegt set were

considered.
Station name Lat. Lon. (PI;%S) I}}X[{SJ;E Pearson dat'a
Amundsen (South Pole) -89.98  0.00 0.48 2.24 0.94 26
Syowa -69.00  39.58 -0.28 5.35 0.90 41
Davis -68.58 7797 1.93 5.16 0.87 169
Broadmeadows -37.69 144.95 1.30 4.96 0.75 154
La Reunion -21.08  55.48 -2.66 6.71 0.80 64
Suva -18.13  178.32 0.70 4.98 0.59 28
Ascension Island -7.98 -14.42 0.86 5.54 0.72 144
Watukosek (Java) -7.57  112.65 1.09 4.58 0.74 37
Maxaranguape (Natal) -5.45  -35.33 0.66 5.37 0.74 121
Nairobi -1.27  36.80 2.30 4.17 0.76 23
San Cristobal -0.92  -89.60 1.79 4.82 0.73 44
Barbados 13.16  -59.43 1.77 5.81 0.38 21
Hong Kong Observatory 22.31  114.16 0.94 6.29 0.67 21
Naha 26.20 127.68 1.00 6.06 0.75 28
Huntsville 34.72  -86.64 -2.69 6.07 0.83 143
Tateno-Tsukuba 36.06  140.10 0.59 7.36 0.88 24
Madrid (Barajas) 4046  -3.65 2.09 5.46 0.80 33
L’Aquila 42.38  13.31 0.94 5.30 0.81 35
Sapporo 42.56  141.33 2.21 5.94 0.87 130
Haute Provence 43.93 5.70 1.66 6.70 0.73 146
Egbert 44.23  -79.78 0.50 4.89 0.83 136
Payerne 46.49 6.57 -0.66 5.42 0.71 60
Hohenpeissenberg 47.80  11.02 2.12 4.79 0.71 52
Regina (Bratt’s Lake) 50.21 -104.71 0.86 4.24 0.78 212
Valentia Observatory 51.93 -10.25 -2.35 3.94 0.89 22
Lindenberg 52.16  14.12 -1.68 4.47 0.57 22
Goose Bay 53.30  -60.36 0.96 4.80 0.77 234
Whitehorse 60.70 -135.07 -3.27 6.66 0.37 34
Yellowknife 62.50 -114.48 -1.90 4.13 0.67 21
Salekhard 66.50  66.70 -0.28 4.46 0.47 84
Sodankyla 67.34  26.51 -3.68 6.03 0.61 207
Scoresbysund 70.49  -21.98 -2.50 5.67 0.58 25
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Figure 3.8: Comparison between actual and estimated TCO anomaly.

only from 0.83 to 0.72, indicating that the algorithm uses information other
than the a priori in order to perform its retrievals. Such information comes
from the satellite measurements as well as from the reanalysis data provided
as inputs for the NN. An attempt to investigate the relative contribution of
satellite measurements and satellite data to the retrieved TCOs is made in
the next subsection.

The geographical dependence of the algorithm performances with TCO
anomalies is shown in Fig. 3.9, where a map of the Pearson correlation co-
efficient between actual and retrieved TCO anomalies, over the ozonesonde
stations having at least 35 measurements included in the test set, is shown.
The map indicates that the anomaly detection capability of the NN at Trop-
ics is worse than at mid- and polar latitudes. This could be related to the
limited availability of training data in the tropics. However, it must be kept
in mind that a precise TCO anomaly estimation in the tropics is a chal-
lenging task, because the range of the anomalies over this area is usually
small.

3.4.4 Contribution of OMI reflectances to the retrieved TCO

Given the large amount of ancillary data used by the OMITROPO3-NN,
many of which are correlated with the TCO, it is important to evaluate
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Figure 3.9: Pearson correlation coefficient between actual and estimated

TCO anomalies for all the measurement stations having at least 35 data
included in the test set.

to what extent using OMI reflectances improves the results with respect to
using only the ancillary data themselves in a regression. Some insight on
this point can be obtained by training a second NN using only the ancil-
lary data as inputs. This second network achieved a RMSE of 6.11 DU on
the test set, with a correlation coefficient of 0.78. The results divided by
station are shown in Tab. 3.5. It can be seen that NN trained only the
ancillary data performs worse than the OMITROPO3-NN over most of the
ozonesonde stations. The use of OMI reflectances seems to produce the most
significant improvements at high latitudes, whereas the differences between
the two NNs are less significant over the tropics. The difference between the
OMITROPOS3-NN and the NN trained using only ancillary data becomes
more evident if the performances of the two NNs are evaluated with respect
to the TCO anomaly. Figure 3.10 shows the TCO anomalies estimated by
this second NN, compared with those measured by the ozonesondes. The
correlation coefficient between the actual and the estimated TCO anomalies
decreases from 0.72 to 0.58. Comparing Fig. 3.10 with Fig. 3.8, it can be seen
that the NN trained without OMI data has a tendency to drastically un-
derestimate TCO anomalies larger than about 30%, whereas this tendency
does not seem to be present in the OMITROPO3-NN. Table 3.6 summarizes
the differences in the anomaly correlation coefficients between the two NNs
for all the ozonesonde stations with at least 20 measurements. Again, it
can be seen that the performances of the OMITROPO3-NN with respect to

81



200 T — T T
" Pearson coeff.: 0.58 ]
[ Regression line: y=0.90%x+0.94 A7
| N. data points: 2791 * o7 ]
-
150 + e -
L . . ]
- + . - m
e
L P ]
—~ - s -
& 100f N 7 -
> r + + + o+ - B
) L +  + L - -
£ B { ;f + * i ’ m
§ - PN + :‘d-*‘ +/ -
= sl . Al .
Q - + -
[ N + t+ ?4* * i
® b gt tp +
3 L ]
s or o o ¥ s .
[%] - + + m
L 3 s . ]
- ' 50 W4, -
L B i s B }I * _
—50 P ” $§+W+ r A M _
r - e *ﬂ‘f“‘h + T
S > 4
L ]
K -
-1oo e e
-100 -50 (¢} 50 100 150 200

Retrieved TCO Anomaly (%)

Figure 3.10: Comparison between actual and estimated TCO anomaly for
the NN trained only with ancillary data.

this parameter are considerably better than those of the NN trained without
OMI reflectances for almost all the ozonesonde stations.

82



Table 3.5: Results for the NN trained without OMI reflectances, divided
by station, sorted by increasing latitude. Only stations with at least 20
measurements included in the Diest Set were considered.

Station name Lat. Lon. (BD%S) I({]g/[S)E Pearson dljt'a
Amundsen (South Pole) -89.98  0.00 0.48 6.55 0.83 26
Syowa -69.00 39.58  -1.27 7.37 0.84 41
Dayvis -68.58  77.97 1.62 5.90 0.81 169
Broadmeadows -37.69 144.95 2.85 5.78 0.72 154
La Réunion -21.08  55.48 -2.12 7.09 0.74 64
Suva (Fiji) -18.13  178.32  1.21 4.80 0.56 28
Ascension Island -7.98 -14.42 -2.15 5.73 0.73 144
Watukosek (Java) -7.57 112,65  0.32 5.95 0.42 37
Maxaranguape (Natal) -5.45  -35.33  -0.57  5.04  0.77 121
Nairobi -1.27  36.80 -1.83  4.68 0.64 23
San Cristobal -0.92  -89.60 3.05 5.83 0.66 44
Barbados 13.16 -59.43 -2.21 6.19  -0.06 21
Hong Kong Observatory 22.31 114.16 -0.13 7.37 0.47 21
Naha 26.20 127.68 -1.33 6.37 0.72 28
Huntsville 34.72 -86.64 -0.69 5.31 0.85 143
Tateno-Tsukuba 36.06 140.10 -2.56 10.08  0.81 24
Madrid (Barajas) 40.46 -3.65 0.04 5.31 0.78 33
L’Aquila 42.38  13.31 1.09 5.99 0.75 35
Sapporo 42,56 141.33  1.60 5.49 0.87 130
Haute Provence 43.93 5.70 2.09 7.19 0.69 146
Egbert 44.23  -79.78 1.16 5.73 0.77 136
Payerne 46.49 6.57 -2.00 6.85 0.51 60
Hohenpeissenberg 47.80 11.02  -0.26 3.88 0.75 52

Regina (Bratt’s Lake) 50.21 -104.71  0.36 4.74  0.64 212
Valentia Observatory 5193 -10.25 -2.83 5.02 0.74 22

Lindenberg 52.16 14.12 -4.19 5.77 0.60 22
Goose Bay 53.30  -60.36 1.12 5.28 0.70 234
Whitehorse 60.70 -135.07 -3.24  7.05 0.33 34
Yellowknife 62.50 -114.48 -2.63  5.13 0.43 21
Salekhard 66.50  66.70  -5.55  7.76 0.47 84
Sodankyla 67.34 26.51 443 7.15 0.45 207
Scoresbysund 70.49 -21.98 -8.27 10.14 0.32 25
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Table 3.6: Pearson correlation coefficients between observed and estimated
TCO anomalies for the OMITROPO3-NN and for the NN trained without
OMI reflectances, divided by station, sorted by increasing latitude. Only
stations with at least 20 measurements included in the Dies Set were con-
sidered.

Station name Lat. Lon. OMI-NN Anl(\:Illl\IIary N. data
Amundsen (South Pole) -89.98  0.00 0.93 0.42 26
Syowa, -69.00  39.58 0.78 0.65 41
Davis -68.58  77.97 0.82 0.73 169
Broadmeadows -37.69 144.95 0.68 0.63 154
La Réunion -21.08 5548 0.51 0.30 64
Suva (Fiji) -18.13  178.32 0.15 0.06 28
Ascension Island -7.98  -14.42 0.29 0.12 144
Watukosek (Java) -7.57  112.65 0.64 -0.13 37
Maxaranguape (Natal) -5.45  -35.33 0.27 0.11 121
Nairobi -1.27  36.80 0.52 -0.12 23
San Cristobal -0.92  -89.60 0.54 0.27 44
Barbados 13.16  -59.43 0.40 0.00 21
Hong Kong Observatory 22.31  114.16 0.58 0.21 21
Naha 26.20 127.68 0.58 0.57 28
Huntsville 34.72 -86.64 0.58 0.37 143
Tateno-Tsukuba 36.06 140.10 0.81 0.60 24
Madrid (Barajas) 40.46  -3.65 0.61 0.55 33
L’Aquila 42.38  13.31 0.33 0.00 35
Sapporo 42.56  141.33 0.70 0.71 130
Haute Provence 43.93 5.70 0.42 0.25 146
Egbert 44.23  -79.78 0.67 0.53 136
Payerne 46.49 6.57 0.65 0.33 60
Hohenpeissenberg 47.80  11.02 0.46 0.47 52
Regina (Bratt’s Lake) 50.21 -104.71 0.72 0.54 212
Valentia Observatory 51.93  -10.25 0.80 0.59 22
Lindenberg 52.16 14.12 0.30 0.27 22
Goose Bay 53.30  -60.36 0.65 0.56 234
Whitehorse 60.70  -135.07 0.49 0.50 34
Yellowknife 62.50 -114.48 0.61 0.35 21
Salekhard 66.50  66.70 0.50 0.51 84
Sodankyla 67.34  26.51 0.57 0.40 207
Scoresbysund 70.49  -21.98 0.53 0.25 25
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3.5 Case studies: 17th and 26th August 2006

3.5.1 Global retrievals

Besides carrying out a validation against ozonesondes, it is important to
see how reasonable are the TCO spatial patterns obtained by applying the
OMITROPO3-NN to an extended area (e.g. an OMI orbit, or the entire
globe). In this section, two examples of global TCO retrievals are discussed.

In Fig. 3.11, global TCO fields retrieved by the OMITROPO3-NN algo-
rithm on 17th (top) and 26th (bottom) August 2006 — expressed in Dobson
Units — are shown. The grey areas — where no retrieval is provided — are
either non-sunlit areas, areas where the cloud fraction exceeded the 30%
threshold, or areas over which the quality criteria imposed on the OMI
spectra (Sect. 3.2.3) were not satisfied. Apart from a striping effect that
can be noticed in the along-track direction, a visual inspection of the results
indicates that reasonable synoptic patterns can be identified. It is likely
that the stripes are caused by several types of noise in the irradiance data,
and that the effect can be partly mitigated by replacing standard irradiance
products with composite products such as multi-year means, as explained
by Veihelmann and Kleipool (2006). It must be noted, however, that in
the ozone profile retrieval algorithm by Liu et al. (2010) the use of multi-
year mean irradiance did not solve the problem completely, because also
the radiometric calibration of the OMI radiances contributes to the striping
effect.

Another feature that sometimes appears is represented by some abrupt
meridional gradients in the retrieved TCOs (see, e.g., the northern edge
of the “red” region in the Central Asia on 17th August 2006, above panel
in Fig. 3.11). This might be due to the coarse resolution of either the
tropopause or the a priori fields used as inputs in the OMITROPO3-NN.

The day of 26th August has been chosen as a sample date also because
it allows a visual comparison with a TCO map shown in the paper by Liu
et al. (2010). For the reader’s convenience, such map is reported in Fig. 3.12.
A similar color scale was used in Figures 3.11 and 3.12 in order to facilitate
visual comparisons. For instance, it can be noticed that the ozone peak
between southern Brazil, northern Argentina and Paraguay is reproduced
quite well by the OMITROPO3-NN algorithm. The same holds for the
high ozone areas around the Azores, the Eastern coast of the United States,
the Black Sea, off the coast of the southwestern Africa and south of the
Madagascar. Also the ozone patterns over Australia look similar. The main
differences exist over North Africa, where the OMITROPO3-NN seems to
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Figure 3.11: Global tropospheric ozone fields retrieved by the
OMITROPO3-NN algorithm on August 17th (top) and 26th (bottom), 2006.
No retrieval was performed on pixels with cloud fraction greater than 30%.
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Figure 3.12: Global tropospheric ozone field on 26th August 2006 as shown
in Liu et al. (2010). From http://www.cfa.harvard.edu/atmosphere/ozone_
tropo.html.

yield larger ozone values, and over central Asia, where the OMITROPO3-
NN seems to yield a more extended area of large TCO than Liu et al. (2010).
Unfortunately, no correlative measurements over these areas were found to
assess which of the two algorithms performed better.

3.5.2 Comparisons with the TM5 Chemistry and Transport
Model

In order to have a more quantitative assessment, the TCO fields retrieved
on 17th and 26th August 2006 were compared to TCO fields simulated
using the Chemistry and Transport Model (CTM) TM5 (Kol et al., 2005;
Williams et al., 2012). The model provided simulated ozone fields at 34
pressure levels, on a grid of 3° in longitude by 2° in latitude. In order to
perform the comparison, both the NCEP tropopause pressure and the TCO
fields retrieved by the OMITROPO3-NN were mapped on the same grid.
The remapping has been done by selecting all the OMI pixels whose center
lie within each TM5 grid cell, and associating the median non-missing TCO
to the cell. The NCEP tropopause pressure was used as upper integration
limit for the TM5 simulated ozone profiles.

The TCO fields simulated using TMb5 on the two dates are shown in
Fig. 3.13 and scatter plots of modeled versus retrieved TCOs are shown in
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Figure 3.13: Global tropospheric ozone fields simulated by the TM5 CTM
on August 17th (top) and 26th (bottom), 2006.

Fig. 3.14. Such statistics show that the OMITROPO3-NN has a positive
bias of about 4 DU with respect to TM5. The Pearson correlation coefficient
between the TCO fields is slightly larger than 0.80 for both the dates.

The structure of the differences between the OMITROPO3-NN and the
TM5 estimates is shown with more detail in Figs. 3.15 and 3.16, where
the histograms of the absolute and the relative differences are depicted,
respectively.

Figure 3.17 shows a map of the NN — TM5 absolute differences for the
two dates under study.

It can be noticed that spatial patterns in the differences between OMITROPO3-
NN and TM5 exist. In particular, higher TCO values than TM5 are reg-
ularly retrieved by the OMITROPO3-NN over the southern midlatitudes.
The underestimations are mostly concentrated between the Tropics and,
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OMITROPO3—-NN vs TM5: 17 AUG 2006
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Figure 3.14: Scatter plots of the OMITROPO3-NN retrievals versus the
TM5 TCO simulations on August 17th (top) and 26th (bottom), 2006. The

OMITROPO3-NN TCO fields were remapped on the TM5 grid.
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OMITROPO3—NN vs TM5: 26 AUG 2006
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Figure 3.15: Histograms of the absolute differences between the
OMITROPOB3-NN retrievals and the TM5 TCO simulations on August 17th
(top) and 26th (bottom), 2006. The OMITROPO3-NN TCO fields were
remapped on the TM5 grid.

90
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Figure 3.16:  Histograms of the relative differences between the
OMITROPOB3-NN retrievals and the TM5 TCO simulations on August 17th
(top) and 26th (bottom), 2006. The OMITROPO3-NN TCO fields were
remapped on the TM5 grid.
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oy

Figure 3.17: Maps of the absolute differences between OMITROPO3-NN
and TM5 TCO fields on August 17th (top) and 26th (bottom), 2006. The
OMITROPO3-NN TCO fields were remapped on the TM5 grid.

to a lesser extent, over central Europe and eastern United States. Large
underestimations occur over Southeastern Asia.

Similar analyses performed during individual days in October 2006 gave
similar results (Di Noia et al., 2012ab).

3.5.3 Retrieval sensitivity to tropopause pressure

Whenever a retrieval algorithm is developed, it is important to assess its
sensitivity to its input quantities. In the case of NNs, a powerful way to
do this is represented by the analysis of the NN input Jacobians, i.e. the
derivatives of the NN model ®w+ with respect to its inputs . An important
property of single hidden layer NNs is that their input Jacobians can be
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written analytically (Blackwell and Chen, 2009).

Since NN mappings are nonlinear, a difficulty in using their Jacobians
for sensitivity analyses lies in the fact that they are input dependent. One
method to overcome this difficulty is to use the Jacobian to define a NN
Sensitivity Factor (SF) of an output y; with respect to an input z; as the
ratio between the fractional change of y; with respect to its actual value,
and the corresponding fractional change of z;:

_dy;/y; wi dy;

= = . 2
dl‘z/l‘z yj dl‘l (3 )

As an example of the application of the NN Jacobians to the OMITROPO3-
NN, its derivative with respect to the tropopause pressure was derived. It
can be expected that the tropopause information plays an important role
in the tropospheric ozone retrieval, especially outside the Tropics, given the
appreciable degree of correlation between the tropopause height and the
TCO (de Laat et al., 2005). Thus, it is interesting to assess whether this
kind of knowledge is well incorporated in the OMITROPO3-NN.

Two maps of the algorithm SF with respect to the tropopause pressure —
for 17th and 26th August 2006 — are shown in Fig. 3.18. It can be seen that
the SF always assumes negative values. This result is reasonable, because
it indicates that the negative correlation between tropopause pressure and
TCO is captured by the NN model. Furthermore, the SF absolute values
tend to increase going from Tropics toward Poles. An increase of |SF| indi-
cates a larger sensitivity of the retrieved TCO to the tropopause pressure.
The increase in |SF| is not symmetric with respect to the Equator, because
of the motion of the Intertropical Convergence Zone (ITCZ) with the sea-
son. This could be an indication that the retrievals at midlatitudes are more
sensitive to the tropopause pressure during winter.

3.6 Outline

A new neural network algorithm to retrieve tropospheric ozone from OMI
data at global scale — named OMITROPO3-NN — has been presented. The
OMITROPOS3-NN inherits from previous work and adds novel character-
istics like the global coverage, the use of tropopause information to better
demarcate the actual troposphere, and the incorporation of ancillary data
and a priori information into the NN input vector, in order to improve the
retrieval accuracy. As a result, the OMITROPO3-NN provides daily global
estimates of the tropospheric ozone column.
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Figure 3.18: Global fields of the tropopause sensitivity factor computed for
the OMITROPO3-NN algorithm on August 17th (top) and 26th (bottom),
2006.
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The algorithm has been validated against ozonesondes and CTM simula-
tions, and encouraging results have been obtained. Overall, the NN appears
to be capable of determining the spatial and temporal TCO variability.

The OMITROPOS3-NN retrievals were first compared to ozonesonde mea-
surements collected in several geographical locations around the globe, both
during and after the time period covered by the training set. As for the
latter point, it was found that the OMITROPOS3-NN performs reasonably
well also after the training period, even though a slight increase in the global
retrieval bias seems to be present.

Over all the latitude bands except the Arctic, a relatively low bias against
the ozonesonde measurements was noticed. The correlation coefficients be-
tween retrieved and measured tropospheric ozone columns range approxi-
mately between 0.75 and 0.85, and the RMS errors are between 5 and 6 DU.
On the other hand, over the Arctic a larger negative bias was detected,
whose cause is a topic of ongoing research.

The ozonesonde data were also used in order to assess the capability of
the OMITROPO3-NN to detect and estimate departures of the tropospheric
ozone columns from their climatological values. A global correlation coeffi-
cient of about 0.70 was found between the actual and the retrieved relative
anomalies. A geographical analysis of this correlation coefficient seems to
suggest that the anomaly estimation capability of the OMITROPO3-NN
over the Tropics is worse than at other latitudes. This may indicate that an
insufficient training was obtained in this latitude band, due to the relatively
low number of available ozonesonde data. Future versions of the algorithm
will have to address this problem properly. A possible approach may con-
sist in complementing ozonesonde data with radiative transfer simulations
in tropical scenarios. Another alternative is the relaxation of co-location
criteria over the Tropics.

In order to assess the contribution of OMI reflectances to the retrievals,
a second NN was trained using only the ancillary data. The estimation
capabilities of this second NN were shown to be worse than those of the
OMITROPO3-NN, especially in the estimation of TCO anomalies.

After the comparison with ozonesonde data, examples of operational use
of the OMITROPO3-NN were provided. The tropospheric ozone fields re-
trieved by the OMITROPO3-NN in two dates during August 2006 were com-
pared with simulations made with the TM5 CTM. Such comparisons suggest
that the OMITROPO3-NN has a bias of about 4 DU with respect to TMb5.
However, the differences between retrieved and simulated tropospheric ozone
fields exhibit a peculiar geographic pattern, with the OMITROPO3-NN that
overestimates TM5 simulations over southern midlatitudes and underesti-
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mates between the Tropics. Despite this, the simulated global spatial pat-
terns are fairly well reproduced by the OMITROPO3-NN, as shown by the
correlation coefficients, which are higher than 0.80.

In addition to providing daily fields of the tropospheric ozone column,
the OMITROPO3-NN product also stores the input Jacobians of the neural
model, which can be useful to evaluate its sensitivity to the input variables,
as well as to assess how well the NN is incorporating the knowledge of
the relationships between the input and output variables. Examples of the
retrieval derivative with respect to the tropopause pressure show that the
OMITROPO3-NN seems to capture the tropospheric ozone sensitivity to the
tropopause pressure in a physically meaningful way. A similar procedure can
be applied to evaluate the NN sensitivity to all the input quantities for every
retrieval.

While the OMITROPO3-NN generally shows high correlations and low
RMS errors with respect to ozonesondes compared to other existing satellite
products (Schoeberl et al., 2007; Thompson et al., 2012), a possible draw-
back of the current version of the algorithm is its massive use of ancillary
information to complement the OMI radiometric measurements. This was
necessary in order to constrain the retrieval problem properly, as UV mea-
surements may not have enough sensitivity to directly retrieve tropospheric
ozone without a priori constraints.
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Chapter 4

A neural network algorithm

to retrieve ozone profiles
from OMI data

4.1 Introduction

The most widespread methods to extract ozone profile information from
spectral reflectance measurements involve an iterative fitting of a modeled
reflectance spectrum, aimed at selecting the ozone profile that minimizes a
cost function that takes into account the difference between the modeled
and the observed spectrum, as well as additional information. Such ad-
ditional information may have the form of a measure of the “likelihood”
of the retrieved profile, according to prior knowledge about the local and
seasonal statistics of the ozone profile, as in the case of optimal estimation
(OE) methods (Rodgers, 2000); or a measure of its “smoothness”, as in the
Phillips-Tikhonov regularization (PTR) method (Hasekamp and Landgraf,
2001; Doicu et al., 2010Db).

These retrieval techniques have a sound theoretical foundation, but they
are computationally intensive, because they require multiple runs of a radia-
tive transfer model (RTM) for each retrieval. This is a limiting factor for the
processing of the large wealth of data provided by the most recent hyperspec-
tral sounders. For example, the Ozone Monitoring Instrument (OMI, Levelt
et al., 2006b) observes the Earth’s atmosphere with a nominal nadir spatial
resolution of 13 x 24 km? and a swath of 2400 km?. As a consequence, each
orbit of OMI data consists of 60 cross-track pixels multiplied by more than
1600 swaths. The current processing capabilities make it difficult to apply
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the above mentioned retrieval techniques to all the pixels of an OMI orbit
with a reasonable computation time. In fact, in the official ozone profile
Level 2 product for OMI, only one every five swaths is processed (Kroon
et al., 2011).

In this chapter, an alternative algorithm for the retrieval of ozone profiles
from OMI data is proposed. Such algorithm is based on Neural Networks
(NNs). The main advantage of NNs in the framework of atmospheric sound-
ing is their computational speed. Since the use of NNs avoids the need for
iterated RT'M simulations during the operational phase, it is possible to
generate an ozone profile product that exploits the full spatial resolution of
OMI, and has also the potential of being delivered in near real time.

In this first experimental version, we trained our NN with OMI re-
flectance spectra and ozonesonde data. As a consequence, the output of
our product is not the entire ozone profile, because the top pressure level
is limited to 10 hPa. In the operational version of this product, the full
ozone profile should be given as output. This can be accomplished either by
training the NN with synthetic data or by complementing ozonesonde pro-
files with high vertical resolution stratospheric profiles measured by satellite
limb sounders. Microwave Limb Sounder (MLS) Level 2 data would be par-
ticularly well suited for the latter purpose, because the MLS is installed on
the same satellite platform as OMI.

This chapter is organized as follows. In Section 4.2 the general setup of
the NN algorithm is discussed. In Section 4.3 retrieved ozone profiles are
compared to ozonesonde data not used during the NN training phase, in
order to obtain an insight on the algorithm performances with respect to
ozone profile and ozone column retrievals. The analysis is split by latitude
and season, and also results over some individual locations are shown. In
Section 4.4 conclusions are drawn, and further ideas for future work are
pointed out.

4.2 Methodology

The NN algorithm proposed here has some similarities with the Neural Net-
work Ozone Retrieval System (NNORSY) approach proposed by Muiller
et al. (2003) for Global Ozone Monitoring Experiment (GOME) data, as
well as some differences. The main similarity is the fact that OMI spectral
measurements are combined with external information about the tempera-
ture profile. The main difference lies in the fact that in our algorithm the
OMI reflectance spectra are preliminarly compressed via a Principal Com-
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Table 4.1: Definition of the output layers for the ozone profile retrieval NN.

Layer Nr. Bottom pressure Top pressure

(hPa) (hPa)
1 1000 700
2 700 600
3 600 500
4 500 400
5 400 300
6 300 250
7 250 200
8 200 150
9 150 100
10 100 70
11 70 50
12 50 30
13 30 20
14 20 10

ponent Analysis (PCA) before being used as inputs for the NN, whereas in
the NNORSY approach the full spectral information is directly fed to the
NN. Furthermore, in our algorithm we do not use any time information in
the input vector to correct for drifts in the instrument calibration. Neither
do we use latitude and season as climatological inputs for the NN.

The input variables for the NN algorithm are 8 Principal Components
(PCs) of the UV1 channel reflectance (280-308 nm), 20 PCs of the UV2
reflectance (312-345 nm), Solar Zenith Angle (SZA), View Zenith Angle
(VZA), Relative Azimuth Angle (RAA), cloud fraction, cloud top pressure,
reflectivity at 360 nm and NCEP/NCAR temperature profile. The output
vector consists of ozone partial columns in 14 pressure layers — listed in
Tab. 4.1 — measured in DU divided by Alnp, where p is the pressure and
Alnp is the difference in In p between the bottom and the top pressure level
of a layer.

The training, validation and test datasets for the NN were created by co-
locating OMI reflectance spectra with ozonesonde measurements taken from
WOUDC, SHADOZ, NDACC and several campaigns between October 2004
and April 2008. Later periods have not been considered because extracting
the relevant data from the OMI dataset for co-locations would have required
too much time.
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In order to partially compensate for the unevenness in the latitudinal
distribution of ozonesonde data, a latitude-dependent maximum tolerated
co-location distance dn,x has been set. In particular, dya.x has been set to
100 km at the tropics and 50 km at the poles, and the following empirical
relationship has been used

dmax(A) = a - exp(—bA?) (4.1)

where A is the latitude of the ozonesonde station, a = 100 km and b =
90/v/In 2.

The co-location procedure explained above has led to the generation of
259,880 input-output pairs, that were randomly split between the training,
validation and test sets using a 70-15-15% subdivision.

During this preliminary phase of the development of the algorithm, we
did not make the effort of optimizing the NN architecture in terms of the
number of hidden layers and neurons. We just selected a reasonable ar-
chitecture, with a single hidden layer and 25 neurons using an hyperbolic
tangent activation function and a linear output layer. In the operational
version of the algorithm, a more careful choice can be made.

4.3 Results

4.3.1 Profiles

Figures from 4.1 to 4.5 show plots of the median relative biases and the
error standard deviations for the comparison with the ozonesonde profiles
included in the test set. The relative errors have been defined as (OMI-
Sonde)/Sonde*100%. Since the NN retrievals do not provide any formal
Averaging Kernel (AK) information, no smoothing has been applied to the
ozonesonde data before making the comparison. Nonetheless, defining the
retrieved quantities as partial columns already implies a certain amount of
smoothing. However, it is possible that convolving the computed partial
column profiles with some smoothing function — e.g. following a similar
approach to Mdiller et al. (2003) — can improve the comparisons to some
extent, thereby giving an idea of the amount of smoothing that occurs during
the inversion phase.

Separate statistics have been computed for different latitude bands and
seasons. The following latitude bands have been defined: Antarctica (lati-
tude lower than —60°), Arctic (latitude larger 60°), northern midlatitudes
(between 30° and 60°), southern midlatitudes (between —60° and —30°),

101



Figure 4.1: Profile of relative bias and error standard deviation for the
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comparison with Arctic ozonesondes, during the four seasons.
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Figure 4.2: Profile of relative bias and error standard deviation for the
comparison with Antarctic ozonesondes, during the four seasons.
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Figure 4.3: Profile of relative bias and error standard deviation for the com-
parison with ozonesonde at northern midlatitudes, during the four seasons.

South midlat. — DJF South midlat. — MAM

10 10

o o

a a

< <

o e )

L 100f 2L 100F q

0 0 e VS

5 — 5

n ¥ n

0 0

2 2

1000k o T 1000k e
—-60 —-40 -20 O 20 40 60 —-60 —-40 -20 O 20 40 60

Median difference (%) Median difference (%)
South midlat. — JJA South midlat. — SON

s 10 T T ¥ T T s 10 T T i T T

o o

a a

< <

o o

> >

& 00} 1 & 00}

o o

5 o+ i 5 Lk

n ¥ n ¥ N

n 0 F

¢ v ¢

1000k ey & 1000k e
—-60 —-40 -20 O 20 40 60 —-60 —-40 -20 O 20 40 60

Median difference (%) Median difference (%)

Figure 4.4: Profile of relative bias and error standard deviation for the com-
parison with ozonesonde at southern midlatitudes, during the four seasons.
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Figure 4.5: Profile of relative bias and error standard deviation for the
comparison with tropical ozonesondes, during the four seasons.

and Tropics (between —30° and 30°). As for the definition of seasons, the
months of the year have been grouped as follows: DJF (December, Jan-
uary, February), MAM (March, April, May), JJA (June, July, August) and
SON (September, October, November). Overplotted are red dotted lines
corresponding to deviations of +10% with respect to the median errors.

As expected, the retrieval accuracy in the stratosphere is much better
than in the troposphere in all cases. The accuracies in the four uppermost
stratospheric levels — that is, above the 70 hPa pressure level — usually range
between 10% and 15%, whereas larger errors are found in the troposphere
and especially in the UTLS. In particular, large biases and uncertainties
are observed in the troposphere over southern midlatitudes (except for JJA)
and Tropics. It must be kept in mind, however, that low tropospheric ozone
values are often observed over these areas (especially southern midlatitudes),
and this makes large relative errors more likely. As for the stratosphere, the
results seem to indicate a potential problem over Antarctica during JJA
(relative accuracies considerably worse than 10%). This can be due to the
rather high SZAs encountered over Antarctica during this period (almost
always larger than 75°).

The biases seem quite small in the stratosphere in almost all cases. For
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the troposphere, instead, the results are dependent on latitude and season.
For instance, very small biases are observed over Antarctica during SON and
over northern midlatitudes in all the seasons, whereas very large biases are
seen over southern midlatitudes (especially during DJF and MAM), and over
the tropics during JJA. Moderate negative biases are seen over the Arctic,
especially around 500 hPa. This might be an analogy with the results found
for the tropospheric ozone NN algorithm OMITROPO3-NN (Di Noia et al.,
2013b), and could also clarify that such bias comes from that region of the
troposphere, although the exact reasons for this behaviour are still unknown.

Looking at the error profiles, it is evident that the tropopause variability
is a large source of uncertainty for the retrieved ozone values in the UTLS.
This is a well known issue in most of the satellite ozone profile products (see,
e.g., the results shown by Liu et al. (2005) for GOME, Kroon et al. (2011)
for OMI, and Delcloo and Tuinder (2011) for GOME-2). A further evidence
for this can be observed by comparing the plots in Figs. 4.1-4.5 with those
in Figs. 4.6-4.10, that show histograms of the NCEP/NCAR tropopause
pressure associated to the test ozonesonde data. It can be seen that the
layers where the error bars are largest are approximately associated with
the regions within which most of the tropopause variations occur. This is
the case even for the Tropics, where the tropopause is quite stable between
about 90 and about 120 hPa; however, it is possible that in this latter case
the real reason for the large relative errors around the tropopause is repre-
sented by the low ozone concentrations that are often found in the tropical
UTLS (Kley et al., 1996). Furthermore, the existence of ozonesonde cali-
bration issues in the tropical UTLS for low ozone values ( Vomel and Diaz,
2010) suggests that care should be exercised in the interpretation of these
ozonesonde data. Unfortunately, since the NN algorithm presented here is
trained with ozonesonde data, this can also have an impact on the retrieved
profiles. Should an operational NN ozone profile product be developed in
the future, this issue should be considered with great care.

The aforementioned behaviour might be a further evidence for the fact
that including tropopause information in ozone profile retrievals could re-
duce the retrieval uncertainties in the UTLS. In the context of NN retrievals,
this could be achieved by directly feeding the tropopause pressure as an ad-
ditional input to the NN, whereas for OE retrievals the use of a tropopause
based ozone climatology as an a priori might play a similar role. This prin-
ciple has been already demonstrated for OE ozone profile retrievals from
Atmospheric Infrared Sounder (AIRS) observations (Wei et al., 2010). For
OMI, the results shown by Bak et al. (2013) seem to indicate that the use of
a tropopause based climatology can significantly improve OMI ozone profile
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Figure 4.6: Histograms of the tropopause pressure for the Arctic ozoneson-
des, during the four seasons.
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Figure 4.7: Histograms of the tropopause pressure for the Antarctic
ozonesondes, during the four seasons.
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Figure 4.8: Histograms of the tropopause pressure for the northern midlat-
itude ozonesondes, during the four seasons.
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Figure 4.9: Histograms of the tropopause pressure for southern midlatitude
ozonesondes, during the four seasons.
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Figure 4.10: Histograms of the tropopause pressure for tropical ozonesondes,
during the four seasons.

retrievals in the extratropical UTLS.

Figures from 4.11 to 4.20 show plots of the median relative biases and the
error standard deviations over 10 individual stations (two per latitude band).
Also red dotted lines corresponding to deviations of £10% with respect to
the median errors are plotted. The validation data seem to indicate that
this requirement is approximately fulfilled, at least in the uppermost 4 layers
(that is, for altitudes above the 70 hPa pressure level). Even looking at single
Arctic stations (Figs. 4.11 and 4.12), the existence of a negative bias in the
troposphere seems to be confirmed.

4.3.2 Integrated columns

Figures from 4.21 to 4.25 show scatter plots of retrieved versus measured
integrated ozone columns from surface to 10 hPa, divided by latitude band
and season. In most cases, small biases are observed, although variations
with latitude and season exist.

In order to evaluate the quality of the integrated columns, a comparison
with L2 total ozone columns may be useful. In Figs. from 4.26 to 4.30, scat-
ter plots of the retrieved columns from 10 hPa against OMTO3 total ozone
columns are shown. Also in this case, the results are stratified by latitude
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Figure 4.11: Profile of relative bias and error standard deviation for So-
dankyld (Finland), during the four seasons.
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Figure 4.12: Profile of relative bias and error standard deviation for Scores-
bysund (Greenland), during the four seasons.
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Figure 4.14: Profile of relative bias and error standard deviation for Boulder
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Figure 4.15: Profile of relative bias and error standard deviation for Ascen-
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Figure 4.17: Profile of relative bias and error standard deviation for Lauder
(New Zealand), during the four seasons.
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Figure 4.18: Profile of relative bias and error standard deviation for Irene
(South Africa), during the four seasons.
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Figure 4.19: Profile of relative bias and error standard deviation for Neu-
mayer (Antarctica), during the four seasons.
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Figure 4.20: Profile of relative bias and error standard deviation for Maram-
bio (Antarctica), during the four seasons.
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Figure 4.21: Scatter plots of retrieved versus ozonesonde columns from sur-
face to 10 hPa for Arctic ozonesondes, during the four seasons.
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Figure 4.22: Scatter plots of retrieved versus ozonesonde columns from sur-
face to 10 hPa for Antarctic ozonesondes, during the four seasons.
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Figure 4.23: Scatter plots of retrieved versus ozonesonde columns from sur-
face to 10 hPa for northern midlatitudes, during the four seasons.
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Figure 4.24: Scatter plots of retrieved versus ozonesonde columns from sur-
face to 10 hPa for southern midlatitudes, during the four seasons.
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Figure 4.25: Scatter plots of retrieved versus ozonesonde columns from sur-
face to 10 hPa for tropical ozonesondes, during the four seasons.

band and season. Since the two quantities are physically different — in that
our columns only reach the 10 hPa level, whereas OMTO3 columns cover
the whole atmosphere — only the Pearson correlation coefficient has been
used as a measure of similarity between the two columns, and no differences
have been computed. It can be noticed that in most cases the correlations
between NN and OMTO3 columns are better than those between NN and
sonde columns (see Tab. 4.2 for a complete comparison). This is partic-
ularly evident over Tropics and southern midlatitudes, over Arctic during
SON and over Antarctica during JJA. The reason for this behaviour — that
seems systematic — is probably a combination of three factors: (i) while the
co-location criteria described in Section 4.2 are such that an ozone sound-
ing may be co-located with multiple pixels (thereby giving rise to a certain
degree of co-location mismatch), NN and OMTO3 columns are associated
to the same pixels, i.e. they sample the same atmospheric portion; (i)
even though we do not have formal AKs for the NN algorithm, it might be
reasonable to think that the NN and the OMTO3 algorithm “look through
the atmosphere” in similar ways (i.e., they inherently have similar smooth-
ing characteristics), which makes NN and OMTO3 columns more directly
comparable than NN and sonde columns; (#74) although care has been taken
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Figure 4.26: Scatter plots of retrieved surface to 10 hPa ozone columns
versus OMTO3 total ozone columns over Arctic, during the four seasons.

in order to discard poor quality ozonesonde profiles, it is still possible that
some bad profiles have not been detected, so that they are included in the
comparison statistics. The third factor, however, should have a very limited
impact.

Figures 4.31, 4.32 and 4.33 show global maps of the integrated ozone
column from surface to 10 hPa (TOCg) retrieved by the NN and OMTO3
total ozone columns (TOC) on 26 August and 25 October 2006, and 27
October 2010. It can be seen that on all the three dates the spatial patterns
of the ozone columns look fairly consistent. A pixel by pixel comparison has
shown a correlation coefficient of about 0.97 for all the dates. On 26 August
2006 (Fig. 4.31), the most relevant differences seem to be encountered over
the northeastern Greenland and the eastern Siberian sea, where the NN
seems to see some “hot spots” in TOCqy, and between the Equator and the
Tropic of Capricorn, where the spatial pattern of TOCq is slightly more
irregular than the TOC pattern. Interestingly, in the OMTO3 map there
seem to be some strange periodic features over Siberia, that are not present
in NN retrievals. On 25 October 2006 (Fig. 4.32), the spatial irregularities in
tropical TOCq are also present north of the Equator. Furthermore, a strong
hot spot in TOCg is observed in the stretch of sea between Greenland and
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Figure 4.27: Scatter plots of retrieved surface to 10 hPa ozone columns
versus OMTO3 total ozone columns over Antarctica, during the four seasons.
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Figure 4.28: Scatter plots of retrieved surface to 10 hPa ozone columns
versus OMTO3 total ozone columns over northern midlatitudes, during the

four seasons.

118



South midlat. — DJF

600 [Mreorson costr 000

=)
S
- [ ]
£ 400
=}
3 ,ﬂ"'
o
y 2001 ]
O
=
3
0 . . s :
0 100 200 300 400 500
NN Int. Column (DU)
South midlat. — JJA
. 600 [T marrama T
=}
S
- [ ]
£ 400
=}
o
o
y 2001 ]
O
=
3
0 . . s :
0 100 200 300 400 500

NN Int. Column (DU)

OMTO3 Column (DU)

OMTO3 Column (DU)

South midlat. — MAM

600 [reoraan coetr 080 7
400} - 1
+
2001 # b
¢} s s L L
0] 100 200 300 400 500
NN Int. Column (DU)
South midlat. — SON
600 [Peoraan coetr 058 " "
400} /"' i
2001 b
¢} s s L L
0] 100 200 300 400 500

NN Int. Column (DU)

Figure 4.29: Scatter plots of retrieved surface to 10 hPa ozone columns
versus OMTO3 total ozone columns over southern midlatitudes, during the

four seasons.
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Figure 4.30: Scatter plots of retrieved surface to 10 hPa ozone columns
versus OMTO3 total ozone columns over Tropics, during the four seasons.

119



Table 4.2: Pearson correlation coefficient between NN retrieved surface
to 10 hPa ozone columns and ozonesonde columns (psonde), and OMTO3

columns (pomto3)-

Zone DJF MAM JJA SON
Psonde  Pomto3 Psonde Pomto3 Psonde Pomtod Psonde  Pomto3
Arctic 0.94 0.94 0.88 0.93 0.91 0.90 0.69 0.74

Antarctica  0.83 0.95 0.72 0.93 0.74 0.93 0.96 0.98
North ML 0.92 0.96 0.92 0.97 0.82 0.95 0.90 0.93
South ML 0.80 0.94 0.66 0.90 0.80 0.90 0.85 0.96
Tropics 0.81 0.88 0.84 0.94 0.71 0.89 0.73 0.83

Norway, north of the Iceland. Such hot spot is absent from the OMTO3 TOC
map, and needs to be investigated. This is the most significant dissimilarity
between NN TOC;y and OMTO3 TOC observed so far. The map for 27
October 2010 is interesting, because this date is well outside the period
covered by the NN training set. The world coverage is not global, because
the row anomaly led to discard most of the pixels on the eastern part of each
OMI swath. Also on this date, the most important spatial structures in the
OMTO3 TOC are visible in the NN TOC;y9. However, a more pronounced
along-track striping effect is seen in the NN TOCg.

A rough estimate of the algorithm performances with regard to strato-
spheric and tropospheric columns has been obtained by integrating ozonesonde
and retrieved ozone profiles from surface to the NCEP/NCAR tropopause
and from there to 10 hPa. Scatter plots of retrieved versus measured
stratospheric ozone columns are shown in Figs. 4.34 to 4.38. Analogous
plots for the tropospheric columns are shown in Figs. 4.39 to 4.43. As
expected, stratospheric column retrievals are more accurate than tropo-
spheric columns. While the performances for stratospheric columns look
fairly uniform among all latitudes and seasons (small relative biases and
error standard deviations ranging from about 4% to about 10%), the algo-
rithm behaviour with respect to tropospheric columns seems variable with
latitude and season. In particular, significant negative biases are observed
over the Arctic (except, perhaps, for DJF, when the calculated bias is only
about —1%), whereas the biases are most often positive in the other latitude
bands (again an analogy with Di Noia et al., 2013b). Exceptions are Tropics
and northern midlatitudes during SON and MAM (but in MAM the biases
are quite low, so that their significance is questionable).
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OMO3PROF NN TOC — 26 AUG 2006

Figure 4.31: Integrated ozone columns up to 10 hPa as retrieved by the
ozone profile NN (above) and total ozone column taken from the OMTO3
L2 product (below) on 26th August 2006.
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OMC3PROF NN TOC — 25 OCT 2006

Figure 4.32: Integrated ozone columns up to 10 hPa as retrieved by the
ozone profile NN (above) and total ozone column taken from the OMTO3
L2 product (below) on 25th October 2006.
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OMOD3PROF NN TOC — 27 OCT 2010
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Figure 4.33: Integrated ozone columns up to 10 hPa as retrieved by the
ozone profile NN (above) and total ozone column taken from the OMTO3
L2 product (below) on 27th October 2010.

123



500
400

300

200

100

Sonde Strat. Column (DU)

500
400

300

200

100

Sonde Strat. Column (DU)

Arctic — DJF
Vedion bios: 165% " W
Error std dev.: 7.73%
. Pearson coeff.: 0.95 E
- b
E + E
0 100 200 300 400 500
NN Strat. Column (DU)
Arctic — JJA
Medion bT;s: -0.34% i i i
Error std dev.: 4.33%
. Pearson coeff.: 0.92 E
0 100 200 300 400 500

NN Strat. Column (DU)

Sonde Strat. Column (DU)

Sonde Strat. Column (DU)

500
400

300

200

100

500
400

300

200

100

Arctic — MAM

E Peorson coeff.: 0.89

Medion bios: ~0.70%
Error std dev.: 5.42%
-
+.

NN Strat. Column (DU)

100 200 300 400 500
NN Strat. Column (DU)
Arctic — SON
Medion bT;s: 0.28% i i i
Error std dev.: 597%
£ Pearson coeff.: 0.75 E
.
+ E
"o
oy
- E
100 200 300 400 500

Figure 4.34: Scatter plots of retrieved versus ozonesonde columns from the
tropopause to 10 hPa for Arctic ozonesondes, during the four seasons.
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Figure 4.35: Scatter plots of retrieved versus ozonesonde columns from the
tropopause to 10 hPa for Antarctic ozonesondes, during the four seasons.
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Figure 4.36: Scatter plots of retrieved versus ozonesonde columns from the
tropopause to 10 hPa for northern midlatitudes, during the four seasons.
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Figure 4.37: Scatter plots of retrieved versus ozonesonde columns from the
tropopause to 10 hPa for southern midlatitudes, during the four seasons.
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Figure 4.38: Scatter plots of retrieved versus ozonesonde columns from the
tropopause to 10 hPa for tropical ozonesondes, during the four seasons.
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Figure 4.39: Scatter plots of retrieved versus ozonesonde columns from sur-
face to the tropopause for Arctic ozonesondes, during the four seasons.
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Figure 4.40: Scatter plots of retrieved versus ozonesonde columns from sur-
face to the tropopause for Antarctic ozonesondes, during the four seasons.
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Figure 4.41: Scatter plots of retrieved versus ozonesonde columns from sur-
face to the tropopause for northern midlatitudes, during the four seasons.
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Figure 4.42: Scatter plots of retrieved versus ozonesonde columns from sur-
face to the tropopause for southern midlatitudes, during the four seasons.
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Figure 4.43: Scatter plots of retrieved versus ozonesonde columns from sur-
face to the tropopause for tropical ozonesondes, during the four seasons.
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4.4 QOutline

In this chapter, a NN approach to ozone profile retrievals from OMI has
been proposed. As a proof of concept, a NN was trained with OMI UV
reflectance spectra, observation angles, cloud fraction, cloud top height, and
NCEP/NCAR temperature profiles as input variables; and with ozone pro-
files measured by ozonesondes as output quantities, without making any
assumptions on the upper atmospheric ozone profile. As a result, the NN
does not retrieve the full ozone profile, but retrieves the profile between the
surface and 10 hPa. Partial ozone columns in 14 atmospheric layers are the
outputs of the algorithm.

The algorithm has been validated against ozonesonde data that have not
been used during the training. Separate statistics have been computed for
five latitude bands and four seasons. Not surprisingly, the best performances
are generally attained in the stratosphere, where the observed accuracies
are in most cases around 10%, especially far from the tropopause. More
problems are found in the UTLS and in the troposphere, especially over
the Tropics. In most cases, small biases are observed in the stratosphere,
whereas larger biases are occasionally found in the troposphere, especially
over the Tropics during JJA and SON, and over southern midlatitudes dur-
ing all the season except JJA. The smallest tropospheric biases are found
over northern midlatitudes. Moderate negative biases have been observed
in the Arctic troposphere, consistently with previous work on tropospheric
ozone.

The integrated ozone columns from surface to 10 hPa show a good agree-
ment with ozonesondes, and an even better agreement (expressed in terms
of the Pearson correlation coefficient) with OMTO3 total ozone columns.
The most plausible explanation for this is that, while each ozone sounding
may be co-located with multiple pixels due to the chosen co-location cri-
teria, each pixel of the NN ozone profile algorithm is co-located with only
one OMTO3 pixels, making the sampled atmospheric portion more directly
comparable. The quality of the tropospheric columns is partially satisfac-
tory, but generally worse than the quality of the retrievals obtained with the
dedicated tropospheric ozone NN (Di Noia et al., 2013b), probably because
no tropopause information is used as an input in the ozone profile NN, and
possibly also because the co-location criteria for the ozone profile NN are
looser than those for the OMITROPO3-NN. Furthermore, since no cloud
screening has been performed in the dataset for the ozone profile NN, it is
possible that this has an impact on the retrieved tropospheric columns.

While the use of a dataset purely consisting of ozonesonde data to train
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the NN might be acceptable for a prototype ozone profile product, different
choices should be considered if an operational NN is to be developed, because
ozonesonde data do not cover the entire vertical range of the atmosphere.
Other ozone profile products based on NNs have solved this problem by
either matching ozonesonde data with limb ozone profile retrievals (Mdiller
et al., 2003) or using other nadir ozone profiles as target values for the
NN (Del Frate et al., 2002, 2005a). However, both these methods have
pitfalls. In particular, the limb-ozonesonde matching can suffer from biases
between limb and sonde profiles that have to be adjusted in some way. On
the other hand, the use of another nadir ozone profile product retrieved
with the same instrument creates a sort of “feedback loop” in the NN, and
in any case makes it so that the NN retrieved profiles will not be better
than those retrieved by the algorithm used as a reference. In view of this, a
viable alternative could consist in using simulated data. A possible approach
could consist in selecting ozone profiles from a reanalysis product — such
as the European Center for Medium-range Weather Forecast (ECMWF)
ERA-Interim ozone mass mixing ratios, given at 37 pressure levels from
1000 to 1 hPa (Dragani, 2011) — and using such profiles as an input for
RTM simulations that also account for the instrument noise features. This
approach seems attractive for at least four reasons. First, it leads to a
full ozone profile product, overcoming the shortcoming of ozonesonde data
covering only a portion of the atmosphere. Second, it avoids the problems
that would be associated with the matching between ozonesonde and limb
profiles. Third, the availability of a temporally extended (from 1979 to 2012)
global dataset would make it possible to create a large and comprehensive
training set for a NN. Fourth, the quality of the reanalysis data would not be
a severe limiting factor, because such data would not be used as target data
to be co-located with real reflectance measurements, but only as inputs for
RTM calculations, that would automatically produce consistent matching
between ozone profiles and reflectances.
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Chapter 5

Conclusions

5.1 Summary of the work

In this dissertation, neural networks (NNs) have been applied to the prob-
lem of tropospheric ozone and ozone profile retrievals from OMI ultraviolet
reflectance spectra.

The first initial part of the work has concerned the validation of the OMI-
TOC NN algorithm, developed by Sellitto et al. (2011), whose aim was the
estimation of the tropospheric ozone column at northern midlatitudes. The
results of this validation activity, discussed in Chapter 2, have pointed out
that the OMI-TOC NN suffers from two main problems:

(i) It assumes 200 hPa as a static demarcation line between the tropo-
sphere and the stratosphere. This assumption is often incorrect at
northern midlatitudes, where the complex dynamics of weather sys-
tems makes the tropopause height highly variable.

(ii) The OMI-TOC NN suffers from a considerable bias when the tropopause
pressure is larger than about 250 hPa. Such values of the tropopause
pressure, normally associated to low pressure systems, are not rare at
northern midlatitudes, especially on the northeastern Atlantic Ocean.

These problems have led to the design of a new NN for tropospheric
ozone retrieval, named OMITROPO3 NN, presented in Chapter 3. This
new NN is able to overcome the aforementioned problems thanks to the use
of the NCEP/NCAR tropopause pressure as the top of the troposphere. Fur-
thermore, the training set for the new NN algorithm has been extended so
as to cover all the latitude bands, and ancillary data (tropopause pressure,
temperature profile, first guess tropospheric ozone column from a satellite
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climatology) have been introduced into the input vector of the NN, in order
to make the tropospheric ozone estimates as accurate as possible. A vali-
dation against ozonesonde data, and a number of comparisons with Chem-
istry /Transport Model (CTM) simulation have shown satisfactory results.
In particular, the OMITROPO3 NN seems to be able to estimate the tro-
pospheric ozone column with root mean square errors between 5 and 6 DU
over all the latitude bands.

The NN technique has been then applied to the retrieval of the ozone
profile from OMI data. Also this NN, designed and trained in a similar
way to the OMITROPO3 NN, has been validated against a large number of
ozonesonde data, showing promising results. The design and the validation
of this algorithm are discussed in Chapter 4. The goal of this work was
to demonstrate the effectiveness of the NN technique in the design of an
ozone profile product that overcomes the computational limitation of the
operational ozone profile product, thereby allowing a full exploitation of the
spatial resolution of the OMI instrument.

5.2 Future work: error characterization

The most serious gap of NN retrieval algorithms with respect to more es-
tablished methods like OE and regularization is their difficulty in providing
a predictive error characterization, i.e. to provide an estimate of the error
covariance matrix associated with each retrieved profile and to quantify the
vertical resolution of the measurements through averaging kernels (AKs).
Such quantities are extremely important when the retrieved ozone profiles
have to be used in a data assimilation system, and when such profiles have to
be compared with profiles retrieved by other satellite instruments (Rodgers
and Connor, 2003). In this section we will try to review the possible methods
to incorporate similar information in NN retrievals, discussing advantages
and limitations of each method.

An important feature of NN models — that can be useful in error char-
acterization — is the fact that the Jacobian matrix of a NN model can be
computed analytically. In fact, a NN input-output function is a nested
superposition of C'*° functions, i.e. functions that are continuously differen-
tiable infinite times. When a NN is used as a retrieval model, this means
that the gain matrix G of the retrieval algorithm can be directly computed
for any given input vector. This fact is important for the estimation of co-
variance matrices as well as for the estimation of the averaging kernels. In
the next two subsections we will discuss these two issues separately.
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5.2.1 NNs and averaging kernels

In a work concerning operational trace gas retrievals from the Infrared At-
mospheric Sounding Interferometer (IASI), Turquety et al. (2004) proposed
to combine gain matrices computed in this way with weighting functions
computed by using a radiative transfer model (RTM). In their work, they
computed the weighting functions by using a simple perturbation approach,
but this may be avoided if RTMs providing analytical weighting functions
are used. While this seems a reasonable approach, it must be kept in mind
that it requires many radiative transfer calculations, especially if the per-
turbation method is to be used. If each retrieved profile in an orbit has to
be accompanied by its averaging kernel, the generation of a L2 product with
this approach would become very time consuming, thereby canceling the
main advantage associated with the use of NNs in profile retrievals. This
issue is known to have prevented this method from being used in operational
assimilations of TASI ozone data (Massart et al., 2009).

One way to overcome the limitation associated with the need for radia-
tive transfer calculations in order to estimate the weighting functions could
consist in approximating also the forward model with another NN. In prin-
ciple, the approximation of a forward model via NNs has an even more solid
theoretical foundation than the use of NNs in retrieval models, because the
forward problem is well posed, i.e., once the state of the atmosphere and
surface and the observation conditions are assigned, the solution of the ra-
diative transfer equation (RTE) is unique. Since NNs can approximate any
continuous function to an arbitrary accuracy (Hornik et al., 1989), solving
the RTE using NNs is, in principle, feasible. Fast RTMs based on NNs have
been demonstrated by several authors, even though their purposes were dif-
ferent from the estimation of retrieval AKs (and such thing has an impact,
as we are going to discuss). For instance, Chevallier et al. (1998) developed
a NN to compute spectrally integrated IR upward and downward radiative
fluxes from temperature, water vapour, ozone and cloud effective emissivity
profiles, as well as CO, columns and surface emissivities. They compared
the cooling rates computed from these simulated fluxes and those computed
using two different RTMs, and found error standard deviations of about
0.03 K/day and biases as small as 0.01 K/day, with a reduction in the com-
putation time of a factor 22 with respect to a wide band RTM and 10® with
respect to a line-by-line RTM. Schwander et al. (2001) developed a NN to
map UV/VIS transmittances at seven wavelengths — simulated with a RTM
— onto high spectral resolution transmittances, using the total ozone amount
and the solar zenith angle as additional inputs. They found very small er-
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rors between 315 and 700 nm, but from their paper it is not completely clear
how they derive full spectral information from such a limited number of in-
put quantities. Krasnopolsky and Schiller (2003) proposed the use of a fast
forward model based on NN in order to check for the physical consistency
of NN retrieved atmospheric parameters from the Special Sensor Microwave
Imager (SSM/I).

While NNs can guarantee good performances in simulating radiances
from atmospheric parameters, the reproduction of weighting functions is
a more difficult task. Although, in theory, NNs are able to approximate
reasonably smooth continuous functions together with all their derivatives
(Hornik et al., 1990), selecting a NN model with good capabilities in estimat-
ing such derivatives is challenging. If learning algorithms like the standard
backpropagation or the Scaled Conjugate Gradient (SCG) are used to train
the NN, then strong oscillations in the simulated weighting functions are to
be expected. This would have a negative impact on the evaluation of the
NN AKs. In order to mitigate these problems it is necessary to introduce
some regularization in the learning algorithms to penalize NN models that
exhibit such oscillations. The most elementary form of regularization is to
replicate the training patterns by corrupting the input vectors with several
realizations of a white noise process and mapping such vectors to the correct
output (Bishop, 1995b). Another method, proposed and demonstrated by
Aires et al. (1999) for RTM simulations in the 11 temperature channels of
the TIROS Operational Vertical Sounder (TOVS), is called “weight smooth-
ing”, and consists in modifying the learning cost function by applying a con-
straint matrix to the NN Jacobian, in a way that pretty much resembles the
Phillips-Tikhonov regularization. It should be kept in mind, however, that
the differentiation of the modified cost function — necessary to compute the
weight updates — would require the computation of the NN Hessian matrix
(i.e., the NN second derivatives). This might add considerable computa-
tional complexity to the training algorithm. A different alternative is the
NN ensemble approach, proposed by Krasnopolsky (2007). In this approach,
several NNs are trained (with different architectures or initializations), and
their results are combined together to filter out random errors (due, e.g., to
noise or imperfect learning) on the NN Jacobians.

5.2.2 NNs and error covariance matrix

OE and Phillips-Tikhonov retrievals provide a measure of how trustworthy a
retrieved ozone profile is, in the form of an error covariance matrix. Rodgers
(1990) provides the most widespread framework for the evaluation of the
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error sources in a profile retrieval algorithm. He distinguishes three basic
error sources: (i) the null-space error (or smoothing error), caused by the
fact that some parts of the true profile cannot be measured by the observ-
ing system, and directly related to the AKs; (i) the measurement error,
that is simply the radiometric noise propagated through the retrieval gain
matrix; (i7) the model parameter errors, i.e. random (e.g. measurement
uncertainty) or systematic errors (e.g. model errors, wrong assumptions)
in the model parameters, that are propagated to the retrieval similarly to
measurement errors. Since these errors are mutually independent, their
associated covariance matrices can be summed up, to give the total error
covariance matrix. In principle, estimating the covariance matrices for the
last two error components is possible also for a NN, by simply propagat-
ing input and parameter uncertainties through the NN retrieval Jacobians.
The assessment of null-space errors, that are related to the AKs, is more
problematic, because of the problems in estimating AKs for a NN, that have
been discussed in the previous subsection.

Aires et al. (2004a) propose an alternative error decomposition, more
suitable for NN algorithms. Specifically, they suggest that the retrieval
error covariance can be decomposed in an inversion term, that accounts for
all the errors that are related to the retrieval process (imperfections in the
training set, non-optimality of the NN architecture, suboptimal learning due
to convergence towards a weight vector that differs from the global minimum
of the error surface) and depends on the NN Jacobian and Hessian matrices
(with respect to the weights); and an “intrinsic noise” term, that accounts for
all the other sources of error. Aires et al. (2004a) derive this decomposition
starting from a Bayesian formulation of the NN training process.

Dybowski and Roberts (2009) give a comprehensive review of the methods
that have been proposed to associate error estimates to the outputs of a NN.
Among these methods, a remarkable one is based on the fact that — as shown
by Bishop (1995a) — a NN trained with error cost function

N 2
£=5 3 |ex™, w) — ]
n=1

N |

where ¢ is the NN input-output function and w is the NN weight vector, ap-
proximates the conditional mean E[y|x|. Then it follows that a NN trained
using the squared residuals as target values should approximate the con-
ditional variance var(y|x). This method has been applied to ozone profile
retrievals from GOME by Miiller et al. (2003).
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Appendix A

Satellite TCO retrievals: An
useful tool to quantify
surface ozone pollution? An
experiment using OMI
observations

A.1 Introduction

One of the reason why the quantification of ozone concentration in the tro-
posphere is an important task is that ozone is toxic for the living beings.
Therefore, high ozone concentrations near the Earth’s surface are hazardous
(Anenberg et al., 2009; Booker et al., 2009). Despite the difficulty in retriev-
ing tropospheric ozone from space, qualitative signatures of heavy ozone pol-
lution events have been shown to be present in satellite observations already
in the 1980’s. In particular, Fishman et al. (1987) discuss the use of Total
Ozone Mapping Spectrometer (TOMS) total ozone column observations to
identify an extended pollution event that occurred over the United States
during the August 1980. Fishman et al. (2003) relate the climatological
features of tropospheric ozone columns retrieved through the Tropospheric
Ozone Residual (TOR) technique applied to TOMS and Solar Backscattered
Ultraviolet (SBUV) data to biomass burning in the Tropics and urban pol-
lution over United States, China and India. Kar et al. (2010) suggest that
urban scale signatures can be observed in TOR monthly means over large
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metropolitan areas, by applying the TOR method to NASA Aura Ozone
Monitoring Instrument (OMI) and Microwave Limb Sounder (MLS) data.

In this chapter, we address the question of whether satellite observa-
tions of tropospheric ozone can be used to monitor surface ozone pollution
events on a daily basis. In order to answer this question, it is necessary
to see preliminarily to what extent are surface ozone measurements repre-
sentative of tropospheric ozone columns. In a recent paper, Chatfield and
Esswein (2012) have made a first attempt to relate surface ozone to lower
tropospheric columnar ozone concentrations (which they call “retrievable”
columns), by analyzing the vertical covariance structure of ozonesonde data
measured at a number of stations over United States and Canada. Their
study is focused on the correlation between ozone mixing ratios near the
surface and partial columns in the lower troposphere. They limit their anal-
yses to this atmospheric region because it is expected that the upcoming
satellite instruments, such as the Geostationary Coastal and Air Pollution
Events (GeoCAPE), will provide reliable information on the lowest 3 km of
the atmosphere (Zoogman et al., 2011).

In this study, we try to assess the possibilities for the observation of
ozone pollution events with the state-of-the-art ultraviolet (UV) satellite in-
struments, like OMI, that only provide one single piece of information about
the total tropospheric ozone column. To this aim, we investigate how rep-
resentative the Tropospheric Column Ozone (TCO) is of ozone near surface
by comparing TCOs computed from ozone profiles measured at a number of
ozonesonde stations over Europe to surface ozone measurements performed
by the European Environmental Agency (EEA) network of air quality moni-
toring (AQM) stations. Then, we analyse TCO satellite retrievals performed
by two different algorithms — the OMITROPO3-NN and the Trajectory en-
hanced TOR (TTOR, Schoeberl et al., 2007) — during a number of ozone
pollution events in Europe, in order to see how well the satellite retrievals
follow such events.

A.2 Relationship between TCO and surface ozone

In order to investigate the relationship between TCO and surface ozone
(hereafter called SO), TCOs have been computed from ozone profiles mea-
sured by a number of ozonesonde stations over europe, by integrating such
profiles up to the NCEP/NCAR tropopause (Kalnay et al., 1996). Then, for
each ozonesonde station, the closest EEA AQM station has been selected,
and the TCOs have been compared with the following surface ozone statis-
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tics: 1) 1 hour mean, at the time as the ozonesonde launch time; ii) 8-hour
mean; iii) daily mean; iv) daily maximum. The aim of this comparison is to
evaluate which one of such statistics correlates better with the TCO. The
list of the ozonesonde and AQM stations used in this comparison is shown
in Tab. A.1. The coordinates of each stations, as well as the great circle
distance between each ozonesonde/AQM station pair, are also reported in
the table.

In Fig. A.1, scatter plots of TCO versus the above mentioned surface
ozone statistics are reported for Payerne (Switzerland). The Pearson re-
gression coefficient is reported, as well as the TCO vs SO linear regression
coefficients. It can be seen that the daily maximum and the 1 hour averaged
SO are the statistics that correlate best with TCO. This is reasonable, be-
cause both the daily means and the 8 hour running means can be influenced
by nighttime SO values, and it is well known that during the night there is
a strong decoupling between the boundary layer and the free troposphere.
This behaviour seems to be confirmed by the results shown in Tab. A.2,
where the correlation coefficients and the regression line slopes and offsets
are reported for all the stations considered in this study. For 6 out of the 8
stations, the correlation coefficients between TCO and SO are larger than
0.6, and in the case of Payerne, the correlation between TCO and daily
maximum SO is as high as 0.74. The only stations that exhibit a very poor
correlation are Lerwick and Valentia. These two are also the only non con-
tinental stations in our set. Both stations are located very close to the sea,
and therefore it is possible that the reasons for their different behaviour lie
in the different characteristics of the marine atmospheric boundary layer.

The results discussed above seem to suggests that at least a weak rela-
tionship between TCO and SO is present over continental areas. Hence, in
principle, accurate TCO measurements could be useful to predict SO values,
at least with limited accuracy, possibly in combination with other meteo-
rological parameters. In all the analyzed cases, the daily maximum SO is
the pollution-related quantity that correlates best with the TCO, whereas
the 8 hour mean SO — which is the key parameter in order to verify the
compliance between actual SO values and European laws - does not seem to
be predictable through the TCO.

Since the accuracy of satellite TCO measurements is never too high,
given the intrinsic difficulty of quantifying tropospheric ozone from space,
the results shown above are still not enougth to answer the fundamental
question of whether satellite data can be used to exploit these weak correla-
tions in order to provide information about the SO. In the next section, we
try to address this issue by comparing time series of TCO retrieved by OMI
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Figure A.1: Scatter plots of: (a) daily averaged, (b) daily maximum, (c)

1 hour averaged and (d) 8 hour averaged surface ozone, versus TCO, at
Payerne (Switzerland).
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to time series of SO measured by AQM stations during an event of heavy
ozone pollution that occurred over Europe in 2007.

A.3 Methodology

In this section, we will discuss the analysis of the time evolution of the SO
measured by AQM stations and the TCO retrieved by OMI during a high
ozone episode over Europe. We select a number of study areas over Europe,
based on the following criteria: i) the areas must have been affected by the
ozone episode; ii) the areas must be intensively sampled by the EEA AQM
stations network. For each area we study the evolution of the daily maximum
SO and of the TCO, both averaged over that area. The averaging has the
aim of reducing the impact of random errors on TCO retrievals, because
these errors can make it impossible to exploit the weak correlation between
TCO and SO. In order to ensure that an adequate number of pixels are
averaged, only the days where at least the 20% of the pixels included in the
region of interest are not cloudy are considered in this analysis. Furthermore,
we extend our observation period to a number of days before and after each
pollution event, in order to see whether the signals of SO increases and
decreases are visible in the satellite time series.

A.4 July 2007 ozone episode

According to the EEA statistics, the heaviest ozone episode in 2007 occurred
between July 14 and 21 (EFA, 2008). During this period, extremely high
SO values were observed in Northern Italy, Germany and Eastern Europe,
during an intense heat wave that created favourable meteorological con-
ditions for ozone formation near the surface. Satellite tropospheric ozone
retrievals during this period have been analysed by Eremenko et al. (2008),
who showed how signals of high ozone concentrations in the lowest 6 km
of the atmosphere can be seen in retrievals performed by the Infrared At-
mospheric Sounding Interferometer (IASI). However, IASI relies on a mea-
surement principle that is completely different from that of OMI, and that
is known to be more sensitive to the lowest atmospheric layers when the
surface is warm, as occurs during heat waves. Therefore, we cannot expect
the same level of agreement in OMI observations.

The areas we selected for our analysis during this period are Germany,
the Iberian Peninsula and the Po Valley. The period selected for our analysis
starts on July 12 and ends on July 31. In this way, we include the main ozone
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Figure A.2: Daily maximum surface ozone measured by the EEA AQM
stations over Europe on 12, 16, 20, 24, 28 and 31 July 2007.
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Figure A.3: Daily maximum surface ozone measured by the EEA AQM
stations over Europe on 12, 16, 20, 24, 28 and 31 July 2007, gridded through
an Inverse Distance Weighting with exponent set to 5.
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episode, together with minor episodes that occurred after July 21, and we
also include two days (the first and the last one) when ozone concentrations
are not high. In Fig. A.2 the daily maximum SO values measured by the
AQM stations in 6 days during the selected period (see caption for details)
are mapped on the European continent. In Fig. A.3, the same data are
regridded using an Inverse Distance Weighting (IDW) technique, with ex-
ponent set to 5, in order to make the SO spatial patterns easier to interpret.
However, it is worth to point out that these gridded maps can be consid-
ered as reliable only where the sampling is dense enough, i.e. over central
and western Europe, but are not completely trustworthy over Scandinavia
and eastern Europe, where the sampling is too sparse to yield a reliable
interpolation. The black points/areas in the two figures represents the areas
where SO concentrations are extremely high (more than 150 ug/m?). Fig-
ures A.4 and A.5 show tropospheric ozone maps obtained by applying the
OMITROPO3-NN and TTOR algorithm to OMI observations during the
same dates. While remarkable difference exists between the maps produced
by the two algorithms — essentially due to the inherent differences between
the two methods — a visual inspection already allows to see that both the
algorithms seem to reproduce the ozone enhancement that occurred over
germany on July 16.

From Fig. A.6(a), it can be seen that the SO temporal behaviour over
Germany is reflected reasonably well by the time behaviour of the aver-
age tropospheric ozone column retrieved by both the satellite algorithms,
although some oscillations are present in the TTOR time series. In partic-
ular, the large increase in SO that occurred on the 16th of July is visible
in both the algorithms. The secondary SO peak of July 26 causes a corre-
sponding peak in the OMITROPO3-NN time series but not in the TTOR.
Furthermore, it is interesting to note that both the satellite algorithms see
another peak in the tropospheric ozone column on July 22, although with
different magnitudes. Such peak does not seem to be attributable to varia-
tions in SO. In general, the OMITROPO3-NN time series achieves a degree
of correlation as high as 0.74 with the SO time series, while the correlation
coefficient for the TTOR time series drops to 0.35 because of the oscillations
between July 17 and 21 (Tab. A.3).

While some pollution representativity can be observed in average TCOs
and TORs retrieved over Germany, the same does not seem to hold for
Iberian Peninsula and Po Valley. It must be said, however, that the SO
standard deviation over the Iberian Peninsula is quite small as compared to
Germany, and that makes it more difficult to follow the temporal evolution
of the SO in a precise manner. For the Po Valley, instead, the cause of the
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Table A.3: Correlation coefficient (r), and regression line slope («) and
offset (/) between retrieved tropospheric ozone columns and daily maximum
surface ozone, averaged over Germany, Iberian Peninsula and Po Valley
between 12th and 31th July 2007.

OMITROPO3-NN TTOR

T Q@ I3 r « I}
Germany 0.74 6.20 —-150.73 0.35 1.31 57.11
Iberian Peninsula 0.39 0.95 37.45 —0.21 —-0.77 114.48
Po Valley 0.41 2.13 42.37 0.16 0.60 119.14

limited prediction skill of satellite retrievals may be related to a ”satura-
tion”, due to the fact that the Po Valley remains highly polluted through-
out the entire observation period (spatially averaged SO constantly above
100 pug/m?).

Figure A.6 shows the time series of the spatially averaged SO, OMITROPO3-
NN TCO and TTOR over Germany, Iberian Peninsula and Po Valley, from
12th to 31st July 2007. Table A.3 summarizes the correlation coefficient and
the parameters of the spatially averaged daily maximum SO versus TCO and
TOR regression line for the three regions.
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Figure A.4: Maps of TCO, as retrieved by the OMITROPO3-NN algorithm,
over Europe, on 12, 16, 20, 24, 28 and 31 July 2007.
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Figure A.5: Maps of TOR, as retrieved by the algorithm described in Schoe-
berl et al. (2007), over Europe, on 12, 16, 20, 24, 28 and 31 July 2007.
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