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Abstract

In the last decades, many satellite missions have marked the history of the
optical remote sensing, providing a wide choice of products for every kind of
application and investigation. The Proba-1 program can not be compared
in importance and budget to the very important missions like Landsat and
SPOT, but the innovations introduced in the payload design have attracted
the attention of principal investigators and scientists since the beginning.
The new spectral con�guration of its high resolution sensor CHRIS can rep-
resent an innovation for the wide family of the optical instruments. In fact
CHRIS is one of the �rst experiments, as well as NASA Hyperion, concern-
ing the developing of the expensive hyperspectral technology for the satellite
environment. Moreover, the innovative solutions for the autonomous orbit
maintaining and navigation, permit to the spacecraft di�cult manoeuvres
and multi-angular acquisitions during the target overpass. The result is an
extraordinary and unique database of hyperspectral and multi-directional
images acquired several times during the years over prede�ned test sites.
This research work proposes a complete treatment of the CHRIS products
since the radiometric and geometric correction till the classi�cation process-
ing. Phases like destriping, atmospheric corrections, spectral adjacency com-
pensation and ortho-recti�cation have been performed and developed. Sev-
eral classi�cation exercises have been proposed with the aim of evaluating
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the impact of the principal key factors of the Proba mission (hyperspectral,
multi-angular and multi-temporal) to the �nal classi�cation accuracy. The
directional anisotropy of the re�ectance, as well as its temporal dependence,
has been well explained and investigated trough the use of spectral models
and radiative equations, but studies and applications based on real satellite
high resolution data over lands and water bodies are few or still ongoing.
Said that, this research work has been addressed to asses if these additional
information, which re�ect additional costs in terms of satellite technology
and image processing are justi�ed with signi�cant improvements for the land
cover production, as one of the most di�used application in the research en-
vironment.
Once again the neural networks have con�rmed their e�ectiveness for the
classi�cation of optical images at high and very high resolution. The new
spectral, multi-angular and multi-temporal inputs have been well managed
and used as additive information for the decision task, without impacting
the design of the classi�cation scheme. On the whole the results have been
satisfactory in most cases.



Chapter 1

Introduction

1.1 From multi-spectral to hyper-spectral im-
agery: the evolution of the optical sensors

It's now about 35 years since the �rst multi-spectral Landsat sensor was
launched. The Landsat family represented the �rst possibility for the pro-
duction of land cover and vegetation index maps at high spatial resolution
(around 20-30 meters) from satellite data. All the Landsat missions have rep-
resented for years the reference point for the scienti�c community involved
into the processing and exploitation of the optical data, demonstrating that
the multi-spectral high resolution technology represents one of the best so-
lution for many scienti�c and commercial applications. For this reason this
technology is still having notable improvements, exploring new spectral con-
�gurations joined with new capabilities in terms of revisit time and geometry
of view. Although the Landsat-like multi-spectral images are still now widely
used, the evolution of the optical sensors in di�erent directions has been un-
avoidable and especially in the last two decades this evolution has produced
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a wide choice of products for the users.
The �rst SPOT mission opened the epoch of very high resolution instru-
ments, making available new images characterized by a reduced number of
spectral bands (three for visible range and one for NIR range) with a spa-
tial resolution less than 10 meters. Along this way, the evolution has been
incredible. Missions like SPOT5, Quickbird and Ikonos are still providing
multi-spectral acquisitions at few meters of spatial resolution and panchro-
matic data at less than one meter. New applications and products have been
developed and made available for the users such as satellite cartography and
land cover maps at very high resolution.
Others optical sensors have been realized to satisfy the incoming needs con-
cerning the monitoring of phenomena at very large scale. Events related
to the photosynthetic conditions of the vegetation, wide deforestation and
�res, deserti�cation, sea pollution are playing an important role for the gen-
eral health of the Earth and the assessment of these events is too much
important to understand the impact which they could have on the fragile
biophysical mechanisms. Regular (in most cases daily) observations of huge
areas are needed and for this reason sensors like MERIS, MODIS, AVHRR
and AATSR have been designed and placed in orbit. In these cases, the
main property is not strictly related to the spatial resolution but rather to
the swath width and to the revisit time. The measurements are performed
using several spectral bands (up to 36 for MODIS) located into the visible
and the infra red range in order to collect a noteworthy dataset for every
kind of global investigation (land use, ocean color, snow cover, sea ice obser-
vation,...).
For a few others the technological improvements, pursuing the so-called
hyper-spectral imagery, regard the spectral resolution and the allocation of



Chapter 1. Introduction 7

many contiguous and narrow bands (more than hundred) available for the
measurement. The hyper-spectral measurements have demonstrated very
high performances in several cases, for example sub pixel classi�cation mate-
rial identi�cation and urban mapping. Indeed some of the last airborne pay-
loads already include sensors with measurements carried out at thousands of
wavelengths and at the �nest spatial resolution. However, the development
of this technology for the space satellites remains di�cult and very expen-
sive in terms of payload design, maintaining and calibration. In any case
these di�culties have not deterred the space agencies to found interesting
missions carrying on board hyper-spectral payloads. This is the case of Hy-
perion developed by NASA and CHRIS Proba-1 developed by an European
consortium founded by ESA.
Proba-1 is the proof that the di�cult hyper-spectral high resolution tech-
nology could be explored and proposed for the space satellites with a rea-
sonable budget and satisfactory results. The compact spectrometer CHRIS
can not properly be considered a pure hyper-spectral instruments like Hy-
perion, but its narrow and quasi-contiguous bands located in the visible and
infrared ranges make this sensor closer to the hyper-spectral family than to
the multi-spectral one. Moreover, the new innovations introduced in space-
craft design and tracking allow new manoeuvres during the target overpass,
like the capability of tilt the satellite along the zenith and azimuth direction,
providing hyper-spectral observations under di�erent zenith angles. Other
satellite missions have been providing information on the viewing direction
and the directional anisotropy behavior of di�erent surfaces. The MISR in-
strument on board NASA Terra platform acquires radiance data from any
earth target in four solar spectral bands, from nine di�erent directions, in at
the most seven minutes, at a spatial resolution of 275 m in all bands of the
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nadir camera and in the red band of the o�-nadir cameras, and 1.1 km in
the remainder [1], [2]. ADEOS-POLDER data are also an interesting exam-
ple of multi-angle exploitation in remote sensing but, for their coarse spatial
resolution, they are more suitable for monitoring atmospheric processes [3].
Higher spatial resolution multi-angular data have been provided by airborne
campaigns such as DAISEX [4], or AMTIS [5] which however are character-
ized by localized and temporally limited acquisitions.
Therefore the PROBA mission and the CHRIS property of joining both hy-
perspectral and directional sampling with high spatial resolution represent
a new promising scenario for the generation of land cover products from re-
motely sensed data. After 7 years of orbital life (initially intended as one
year mission) the results produces by this mission have been important, not
only for the development of new applications, but also for the testing of
methodologies and algorithms for the future missions. In fact the scienti�c
community has demonstrated an unexpected interest concerning this small
satellite, requesting images and data in more cases over the real capability
of this mission (in terms of daily acquisitions, ground segment, and observa-
tions planning). The incoming of new Proba missions with a new generation
of CHRIS instrument, including more bands in the SWIR range, is strongly
hoped and waited.

1.2 Aim of the thesis

This thesis proposes a complete investigation concerning the exploitation of
the CHRIS images, starting from the pre application processing until the
developing of the classi�cation phases. Despite some processing steps are
considered obvious for the optical products, some innovations have been im-
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plemented and tested. For example the destriping process implements a
methodology based on the �ltering in the FFT domain and it seems to pro-
vide better results with respect to the others technique already applied to
the CHRIS images.
The capability of the CHRIS land mode 3 spectral con�guration for the pro-
duction of land cover maps has been investigated and proposed in several
exercises, using as well combinations of multi-angular and multi-temporal
acquisitions as additional information for the classi�cation. These exercises
have been anticipated by a preliminary analysis that has outlined how dif-
ferent surfaces are characterized by a di�erent spectral anisotropy. More-
over, simple multi-angular RGB compositions have demonstrated that this
multi-directional factor can be used to better discriminate particular kinds
of surfaces and structures.
Finally, a comparison between a land cover map generated using ETM+
Landsat and CHRIS Proba closes the work. This last exercises aims at
evaluating the performances of CHRIS with respect to the most used multi-
spectral sensor for classi�cation purposes like ETM+.

1.3 Organization of the dissertation

This research work can be mainly divided in two part: the �rst part reports
the phases related to the analysis and the processing of the optical data,
while the second part in fully dedicated to the exercises of classi�cation. Fi-
nally the conclusion are reported.
CHAPTER 1 (This one). It proposes a general introduction to the thesis.
CHAPTER 2. It reports a brief description of the Porba-1 mission and the
small hyperspectral CHRIS. The target area is indicated and described in
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terms of extension and land cover types. All the CHRIS datased available
for this area is listed and critically discussed (season of acquisition, presence
of clouds, translation of the frame,...) and also the others data used for the
work are reported.
CHAPTER 3. Part dedicated to the pre application processing. In fact
these images can not be directly used without some important and necessary
processing steps. The �rst phases is dedicated to the radiometric correction
with the black pixel removal and stripes equalization. Two methodology have
been mainly tested and improved. After that, the atmospheric correction has
permitted to calculate the surface re�ectance starting from the radiance at
the top of atmosphere. This has made possible comparisons and exercises
based on the joined use of multi-angular and multi-temporal acquisitions. Fi-
nally the geo-recti�cation has permitted to integrate the analysis with other
image and information layers available for the test area.
CHAPTER 4. Fully dedicated to the classi�cation. A preliminary visual
and spectral analysis introduces the concept of spectral anisotropy for many
surfaces. After that, the classi�cation exercises, performed with di�erent
con�gurations of inputs, have highlighted the potential of these new spectral
and geometric acquisitions to improve the accuracy of land cover maps.
CHAPTER 5. This part reports the conclusions and the �nal considera-
tion regarding this research work. Each step of processing is reviewed and
critically discussed and the points for the future development are individu-
ated.
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CHRIS Proba acquisitions over
Frascati and Tor Vergata

2.1 The Proba-1 mission and the small hyper-
spectral CHRIS

The project for On-Board Autonomy (Proba-1) satellite was launched in the
2001 with the principal aims of developing new technologies and solutions in
platform design, space navigation and orbit tracking and maintaining. This
mission was founded by an European consortium and it was planned with the
initial orbital life of 1 year. But following the encouraging results provided
since the beginning, associated with a good status of systems and sensors
included into the payload, this mission has been maintained operational and
new acquisitions and manoeuvres are still planned.
The payload includes several earth observation and space environment scien-
ti�c instruments, but many elements and systems inside the spacecraft have
been included as technology experiments. The two most important earth
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observation sensors are the panchromatic camera HRC and the small hy-
perspectral CHRIS. CHRIS provides acquisitions up to 62 narrow and quasi

(a) (b)

Figure 2.1: (a) PROBA satellite, (b) CHRIS sensor

contiguous spectral bands with the spatial resolution of 34-40 meters and a
radiometric resolution of 5-10 nm. It is also possible the planning of observa-
tions with an increased resolution of 17-20 meters using only a subset of 18
spectral bands [6]. In fact CHRIS is characterized by di�erent operational
modes, that are associated to each spectral con�gurations how is outlined
below.
Mode 1: full swath, reduced resolution. CHRIS acquires image data
across 13 km of nominal swath with 62 narrow spectral bands at 34 m of
nominal spatial resolution.
Mode 2-4: full swath, full resolution. CHRIS acquires images charac-
terized by 17 m of nominal spatial resolution, 18 spectral bands and 13 km of
nominal swath width. In this case, di�erent combinations of the 18 spectral
bands identify di�erent missions: Mode 2 for investigations regarding water
bodies, Mode 3 for land uses studies and aerosols properties retrieval and
�nally Mode 4 for chlorophyll content retrieval.
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Mode 5: half swath, full resolution. This operational mode provided
acquisitions of half swath image at full resolution with a combination of 37
spectral bands.
The principal innovation of this satellite consists in tilting the spacecraft on
two axis, along- and across-track, during the target overpass, allowing quasi-
simultaneous acquisitions under �ve di�erent zenith angles (FZA +55, +36,
0, -36, -55). In fact, each imaged target will have an associated "�y-by" po-
sition and this is the position on the ground track when the platform zenith
angle, as seen from the target, is a minimum zenith angle(MZA). The plat-
form acquires the images at times when the zenith angle of the platform with
respect to the �y-by position is equal to a set of Fly-by Zenith Angles [7].
For this reason each acquisition produces a dataset composed by 5 images
related to the tilted observations. This multiple-view-angle (MVA) imag-
ing capability, in addition to the high spectral and spatial sensor resolution,
permits the collection of a large amounts of data in order to perform new
studies regarding the lands, water surfaces and the atmosphere. The Fig.
2.2 represents the angular positions during the observation with respect to
the target [8]

2.2 The test area of Frascati and Tor Vergata

Proba performs acquisitions (CHRIS and HRC) over several speci�ed test
areas around the world. The area where the Campus of Tor Vergata Univer-
sity is located is actually one of the test site for this mission and it includes
also the area of vineyards located on the rural site of Frascati. This test site
is narrowed on the south by the area of Ciampino, on the north by the zone
of Casilina street, on the est by the area of Pantano Romano and �nally it
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Figure 2.2: Multi-angle acquisition during the target overpass

arrives until the Grande Raccordo Anulare of Rome along the west direction.
This area is interesting for its very heterogeneous environment, in fact it is
possible to �nd di�erent kinds of man made surfaces and structures (modern
and historical), which are mixed with rural areas composed by permanent
crops (vineyards and olive trees) and di�erent cultivated �elds under yearly
rotation of plugging and growing phases (principally corn, vegetables and
others cultivations). Asphalted surfaces are present in streets of various size
such as motorway, secondary and state streets, which cross fully urbanized
quarters with residential houses, �ats and big industrial/commercial units
with large parking areas and squares. The Fig. 2.3 shows the maps of the
main area of interest.
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(a)

(b)

Figure 2.3: (a) Maps of the area of interest (from Google Maps), (b) VHR Quickbird
image over the same area



Chapter 2. CHRIS Proba acquisitions over Frascati and Tor Vergata 16

2.3 Acquisitions in mode 3 spectral con�gura-
tion

Several CHRIS Proba acquisitions have been planned since December 2004,
using the mode 3 spectral con�guration at 18 meters of spatial resolution.
This spectral con�guration is particular useful to perform investigations re-
garding land use, land changes and for the monitoring of the vegetation
status. The table 2.1 indicates the spectral con�guration of CHRIS Mode 3
[7] Considering its spatial resolution, CHRIS could be included in the same
family of Lansat ETM+ and SPOT4 (20-30 meters), but the new band con-
�guration in terms of spectral sampling and bands narrowing, makes this
sensor closer to an hyperspectral instrument than a pure multi-spectral ones.
The CHRIS range of acquisition arrives until 1035 nm (VISIBLE + NIR)
while Landsat ETM+ and SPOT HRVIR have bands also into the SWIR
range. But the principal di�erence consists on the sampling of the acqui-
sition spectral range in very narrow and quasi-contiguous bands, with the
principal aim of a better identi�cation and discrimination of spectral signa-
tures related to di�erent surfaces. CHRIS has also two narrow bands located
around the 442 and 490 nm, which are particularly useful for the aerosols
properties retrieval, especially if they are analyzed considering all the multi-
angular acquisitions. The introduction of very narrow bands into the red
edge range (700-800 nm) is one of the principal innovation proposed by the
CHRIS land mission, allowing a better identi�cation of vegetated surfaces
and permanent crops. Finally the narrowing of the spectral bands permits
to minimize the e�ects related to the aerosols and water vapor scattering and
absorption.
The FIg.2.4 depicts the spectral allocation of CHRIS and Lansat ETM+.
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Band Min λ Max λ Mid λ Width

L1 438 447 442 9
L2 486 495 490 9
L3 526 534 530 9
L4 546 556 551 10
L5 566 573 570 8
L6 627 636 631 9
L7 656 666 661 11
L8 666 677 672 11
L9 694 700 697 6
L10 700 706 703 6
L11 706 712 709 6
L12 738 745 742 7
L13 745 752 748 7
L14 773 788 781 15
L15 863 881 872 18
L16 891 900 895 10
L17 900 910 905 10
L18 1002 1035 1019 33

Table 2.1: Spectral con�guration of CHRIS Mode 3 (values expressed in nm)

The CHRIS bands cover the spectral range between 443 and 1019 nm while
ETM+ has only four bands inside this range (Blue, Green, Red and NIR)
with other two more bands at 1650 nm and 2221 nm.
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(a)

(b)

Figure 2.4: (a) CHRIS mode 3 bands allocation, (b) Landsat ETM+ bands allo-
cation

2.4 Data used for the work

The dataset is composed by a collection of optical products, which are char-
acterized by di�erent spatial resolution and di�erent spectral band con�g-
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uration. The CHRIS acquisitions cover a temporal range since December
2004 until the 2007 and new observations are still planned. How is possible
to see in Tab. 2.2, several acquisitions have been done in three years, but
unfortunately most of them are related to the winter season and during the
months of December, January and February (or closer). Moreover, others
di�culties due to the geometry of acquisition, frame shifts and cloud cover
have limited the analysis to only some acquisition dates. The image ancillary
data are not available for all the images and for this reason the year 2004
has been partially considered for this work. Some Landsat ETM+ images

Year 2004 Year 2005 Year 2006 Year 2007

15 December 1 March 7 January 30 January
23 december 8 March 28 February 16 February

1 June 19 August 24 May
30 December 9 October 4 November

11 November

Table 2.2: CHRIS Proba acquisition available for the area of Frascati and Tor
Vergata.

acquired over the center of Italy have been used to perform analysis �nalized
to asses the spectral di�erences with respect the CHRIS products. They are
related to the dates 9 July and 3 August 2001 (made available by the GLCF
project) and 19 August 2004 courteously provided by ESA.
Very high resolution images have been also included on this dataset, in partic-
ular the Quickbird pan-sharpened images at 1 meter of spatial resolution and
PROBA HRC panchromatic images at 5m of spatial resolution. In particulat
the Quickbird products, acquired during the 2002 and 2005 respectively, have
been used to rectify the CHRIS images and to collect areas and surfaces for
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the training of the classi�cation process and to validate the results.
Others auxiliary products have been included into the dataset such as GIS
data and on ground measurements. Vector layers like CLC 2000 and vine-
yards polygons have been registered and overlapped to the remotely sensed
images in order to better characterize the scenario and to discriminated cul-
tivated areas from natural and not used zones. Aerosols on ground measure-
ments, which have been carried out at CNR of Tor Vergata, have been also
considered for the atmospheric corrections.

Figure 2.5: VHR Quickbird images with the vineyards polygons



Chapter 3

Pre-application processing

3.1 Introduction

Before showing the results obtained by the use of the new CHRIS images
for the speci�c application, some correction steps have to be reported be-
cause necessary to solve several radiometric and geometric uncertainties still
presents in the products. In particular black pixel and stripes correction are
performed to compensate corrupted pixels and noisy columns while the atmo-
spheric correction is carried out to delete the radiance due to the interaction
of the measured signal with the atmosphere. Finally the ortho-recti�cation,
performed using the polynomial method with GCPs has permitted to register
spatially the images and the others layers used for this work.

3.2 Black pixel removal

Pixels without information (pixel with 0 value), placed along the row with a
periodic structure, have been found in the CHRIS Proba images. This noise
is present in di�erent bands and in di�erent row positions. It is possible to
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associate an estimated value to the corrupted pixel applying an average �lter
around the black pixel. A dedicated routine, which automatically �nds the
bad pixels in each band of the hyperspectral data and computes the mean
value around them has been developed to eliminate this kind of noise. The
mean is within into a 3x3 moving window centered in the bad pixels.
The routine is adaptative, because the pixels with zero value are often present
along the image edges (top edge or/and bottom edge) and along the rows
near the edge. For this reason the routine makes �rstly a check over the
image edges and, for the selected bad pixels computes, the mean using special
windows. After that the routine works in normal mode with the 3x3 window.
The Fig. 3.1 shows and example of lines corrupted by the presence of black
pixels.

Figure 3.1: Example of rows with black pixels, one along the bottom edge and the
other inside the scenario
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3.3 The stripes noise in the optical images

The problem of stripes consists in strong variations in the average value in
the column for every band of CHRIS Proba images. This noise a�ects all the
optical instruments which perform the scanning phase using detectors orga-
nized in line or registers. For example the push-broom sensors have the elec-
tro/optical detectors organized following the structure of a 2-dimensional ar-
ray, where each row scans spatially the scenario at one wavelength producing
the digital row image (or called sub-image) related to a particular band. The
detectors, that compose the spectral arrays, are well calibrated to provide
the same outputs if illuminated with the same radiance, but unfortunately
a residual non-uniformity of the electro/optical response is still present. In
particular the gain of each detector results di�erent from the others and
for this reason stripes appear along the scanning direction with a di�erent
distribution inside the image and a di�erent band positions [9]. Moreover,
thermal �uctuation during the orbit causes additive small variations in the
alignment of the detectors, producing a not predictable noise which do not
stay constant during the time [13]. Only the systematic knowledge of the
gain function permits an accurate compensation of these �uctuations. The
electro/optic response could be calculated analyzing the outputs provided
by the detectors if illuminated with the same radiance (on-board lamps and
devices or known target in the scenario). This methodology is di�cult to
apply systematically during the satellite life and for this reason the image
processing remains one of the best solution for this problem. It is possible
to divide the methodologies in three classes: algorithms based on spatial
�ltering, histogram modi�cation [9] and and algorithms based on advanced
�ltering such as the �ltering of the power spectrum [10] and by the use of
wavelet transform [11]. Moreover since November 2006, a freeware tool for
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the image radiometric reprocessing has been made available by SIRA Space
[12] under the CHRIS Proba project. For this work the methodologies based
on the histogram modi�cation and power spectrum �ltering have been imple-
mented and improved for CHRIS. The histogram modi�cation has not used
any more in favor of the power spectrum �ltering, because the last method
seems to provide better results for our scenario. In any case, the use of a
coupled processing, composed by the power spectrum �ltering as the �rst
step with the histogram modi�cation as second step, is often suggested in
order to improve the correction.

3.4 Destriping based on the histogram modi�-
cation

The purpose of this equalization is to modify the histogram of the striped
images to perform the noise reduction. It is based on the assumption that
all detectors acquire sub-images with the same statistic distribution and this
condition is veri�ed when the scenario presents large parts characterized an
homogeneous environment. Under this assumption, the local histogram of
each sub-image, which has been acquired by every detector, can be statisti-
cally matched with the global histogram of the entire image. This produces
an e�ect of mitigation for the stripes.
The correction is performed applying the linear relation which links the ra-
diance captured by detectors with their outputs in function of gain and bias.
In general, the detector of the register b, related to the column n in the band
k, which acquires a signal o radiance L, it produces an output Xn,k that could
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be represented by the linear equation [14]:

Xn,k = Gn,k.γb,k.gb,k.L + Cn,k (3.1)

where Gn,k is the gain associated to the detector n for the band k, γb,k is
the inter-register gain, gb,k is the inter-detector gain and Cn,k is the bias as-
sociated to the detector. The correction is done by the estimation of gains
and bias for each detector and the correction factor could be calculated and
applied to all noisy columns. In general gains and bias are obtained acquiring
images over dark targets (images during the night) and over very homogenous
scenarios (deserts, ice, sea) but this operations can not be done systemat-
ically by the satellite. Moreover, the correction factors calculated for one
orbit cannot satisfactory compensate the noise in images acquired during the
following orbits. For this reason gains and bias have to be calculated directly
using the statistics of the images. A destriping tool based on this kind of
approach has been implemented and tested for our dataset.
We pone the inter-register and inter-detector gain equal to one and consid-
ering L the pixel of radiance which compose the column n of the spectral
band k, it is possible to carry out a the recalibration equation to apply to
each column:

Yn,k = Gn,k.L + Cn,k (3.2)

where Yn,k represents the corrected pixel of the column under equalization.
The gain Gn,k and the bias Cn,k are tuned comparing the statistics of the
column under correction with the statistics of the whole image. In fact it is
possible to have:

Gn,k =
sk

sn,k

(3.3)



Chapter 3. Pre-application processing 26

and

Cn,k = mk −Gn,k.mn,k (3.4)

where mk and sk are the mean and the standard deviation of the whole image,
mn,k and mn,k are the mean and the standard deviation of the column n under
equalization.
This methodology has provided good results in many cases and also the
algorithm is simple to apply, but some disadvantages have been observed:

� The algorithms is strongly image dependant and at same time the sub-
image statistics can not be matched with the statistics related to the
entire image

� Wide areas characterized by di�erent surfaces (snow, clouds, very dense
urban quarters) could be sources of errors during the correction phase

� In some cases the correction could impact on the radiometric informa-
tion.

3.5 Destriping based on the �ltering in the fre-
quency spatial domain

This method considers the stripe noise as a multiplicative factor for the image
column which produces strong variations among pixels of adjacent columns.
These variations can be seen in frequency domain as the presence of high
frequency components in the power spectrum computed over the column av-
erages (FFT over the column averages). Then it is possible to mitigate these
components through a low-pass �ltering.



Chapter 3. Pre-application processing 27

This algorithm has been proposed by M.J.Settle [13] and includes some im-
portant steeps:

1. For each band, calculate an average radiance for each column of data

2. Calculate the logarithm for these averages

3. Apply a low pass �lter to cut the high frequency components

4. Subtract the result of step from the logarithm of averages to obtain the
correction factors.

5. Calculate the anti-logarithm.

6. Apply the correction factors to each column of the image.

The destriping tool developed for CHRIS implements these steps improving
some phases and introducing new functionalities to avoid residual radiomet-
ric artifacts. The step 3 in now performed after the transformation of the
averages from the spatial domain to the frequency domain by the use of the
discrete 1-D FFT. This has permitted to isolate better the noise, observed
as the presence of high frequency components, giving more e�ectiveness to
the �ltering phase. The �lter itself is a now a Butterworth low-pass �lter
[15] with the possibility of con�guring its parameters in input (magnitude
and cut-o� frequency) to obtain a good correction. The last evolution of this
methodology includes a new functionality for the masking of bright and dark
pixels. In fact, it has been observed that for columns partially characterized
by the presence of very heterogeneous areas, such as shadows and clouds,
the correction remains incomplete. For example, image portions interested
by groups of clouds and shadows, a not corrected noise remains in cloud free
areas along the column direction and it appears like blurred dark stripes.
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Figure 3.2: Example of power spectrum a�ected by striped (left) and power spec-
trum after the correction (right)

The new functionality has the purpose of masking these noisy zones, trying
to not include pixels of these heterogeneous areas for the computation of the
column means. The improved version of this methodology introduces new
phases between the step 1 and 2:

� For each band, the standard deviation has been calculated for all the
columns

� The standard deviation is used to de�ne new ranges of values which
does not include brightest pixels.

� New columns means are calculated inside the new ranges of value

In others words, the de�nition of a new range of values permits to obtain
column means less a�ected by the presence of pixels belonging in sub-images
statistically di�erent from the others. The extent of this range can be de-
�ned in input (in function of the standard deviation) and it can be properly
modi�ed to reach a good correction. Tests performed over several images
have demonstrated a good correction with ranges that consider pixel values
inside the standard deviation.
Fig. 3.4 and Fig. 3.3 show two examples of CHRIS striped and detriped
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band 1 for images acquired over the Libyan desert and over Tor Vergata
campus. The visual assessment con�rms a satisfactory denoising keeping a
good presence of details, without blurring e�ects also in areas with high spa-
tial frequency. The statistical analysis, which has been carried out for the
Frascati/Tor Vergata test site and reported in Tab. 3.1, demonstrates a very
low impact on the radiometric information having not relevant changes in the
image statistics for all bands. The Fig. 3.5 reports the same scenario where
the noise are not perfectly corrected for columns partially covered by clouds
and shadow (on the right side). The bright pixels masking has permitted to
have better results for these areas and no residual stripes are observed. On
the other hand, the Fig. 3.6 shows a missing stripe equalization for columns
composed by pixels of di�erent surfaces along the on track direction. This
scenario is a very di�cult example and it is typical for acquisitions over is-
lands, ports or costal areas with a large parts covered by the sea. For these
cases the correction remains di�cult and for some areas not satisfactory. The
tuning of parameters related to the correction (�lter parameters, ranges for
the extraction of the mean) can attenuate the noise, but blurred stripes could
remains uncorrected.
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(a)

(b)

Figure 3.3: Image acquired over the Lybian desert (band 1): (a) original image
a�ected and disequalized by the presence of stripes, (b) the same image after the
destriping
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(a)

(b)

Figure 3.4: (a) Band 1 of CHRIS image acquired on 30 January 2007 a�ected by
stripes, (b) the same image after detriping



Chapter 3. Pre-application processing 32

Figure 3.5: (a) CHRIS image of 30 January 2007, (b) area a�ected by residual
stripes close to a cumulus of clouds, (c) the same area mitigated by the use of the
bright pixels masking

(a) (b)

Figure 3.6: Tampa Bay (USA), missing correction close to the coast line
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Band Mean original Stdev original Mean destriped Stdev destriped

Band1 51.264 5.519 51.247 5.336
Band2 41.747 6.874 41.740 6.727
Band3 36.042 6.892 36.031 6.765
Band4 35.928 7.411 35.920 7.282
Band5 31.025 7.025 31.020 6.912
Band6 25.796 7.368 25.794 7.278
Band7 24.825 7.851 24.824 7.758
Band8 24.707 8.182 24.706 8.090
Band9 26.878 7.027 26.879 6.940
Band10 31.249 7.437 31.247 7.336
Band11 31.861 7.399 31.855 7.310
Band12 43.826 12.017 43.797 11.928
Band13 42.720 12.058 42.688 11.968
Band14 44.117 12.641 44.080 12.553
Band15 40.131 11.642 40.096 11564
Band16 33.958 9.738 33.933 9.671
Band17 30.219 8.601 30.196 8.535
Band18 39.401 10.497 39.363 10.423

Table 3.1: Global statistical analysis performed for the image of 30 January 2007
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3.6 The atmospheric correction

Another important step of the pre-processing phase regards the atmospheric
correction. This step plays an important role in our applications, because
the merging of images acquired under di�erent angles of view and in di�er-
ent dates requires systematic compensation of the atmospheric e�ects which
are strictly dependent on the geometry of the acquisition and on the sea-
sonal condition. The �rst issue consists in estimating the contribution of the
atmospheric e�ects in terms of total irradiance, direct and di�use transmit-
tance and radiance due to the atmospheric scattering. These parameters are
related to the acquisition day (solar irradiance, position of the Earth with
respect to the sun), to the atmospheric conditions (aerosols concentration,
water vapor content, chemical pro�le of the atmosphere, pro�le of tempera-
ture and pressure) and to the geometry of the acquisition (zenith and azimuth
angle of view, time of acquisition, position of the satellite with respect to the
sun). The estimations have been produced starting from simulations carried
out with the suite of libraries Libradtran, for the simulation of the radiative
transfer balance [16]. In particular the tool uvspec has been used to produce
the simulated raditiave quantities for each wavelength, receiving like input
series of parameters regarding the acquisition time, the satellite position and
the atmospheric characterization. The table 3.2 summarizes some signi�cant
inputs required for the simulation [17]. In order to perform the simulations,
standard seasonal pro�les for the atmosphere have been considered while the
aerosols characterization, in terms of Aerosol Optical Thickness (AOT), Sin-
gle Scattering Albedo (SSA) and Angstrom coe�cients, has been obtained
by the use of measurements performed by the sun-photometer at CNR Tor
Vergata and available under the NASA Aeronet Project [18]. Also for the
water vapor content, the measurements delivered under the same project
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Atmosphere Seasonal atmospheric pro�les (temper-
ature, pressure, gas concentrations),
gas absorption parameters (HITRAN,
LOWTRAN, SBDAR)

Aerosols Aerosols type below and above 2 km,
AOT at 550 nm, SSA, single or multiple
scattering

Water vapor Water vapor content
Spectral information Wavelength range, convolution �lter,

spline interpolation
Acquisition geometry Altitude, OZA, OAA
Solar information Day, time, latitude and longitude of the

target
Equation solver radiative transfer equation solver ruti-

nes (disort, disort2, polradtran,...)
Output Radiances, transmittance, irradiance

Table 3.2: Signi�cant inputs for the radiative simulations

have been included.
The correction and the ρ(λ, θ) re�ectance calculation has been performed
implementing the following relation:

ρ(λ, θ) =
π(LTOA(λ, θ)− Lpath(λ, θ))

E0(λ, ζ)T(λ, θ)
(3.5)

Where LTOA(λ, θ) is the radiance at the top of atmosphere captured by the
sensor, Lpath(λ, θ) is the radiance contribution due to the scattering along the
target/sensor path, E0(λ, ζ) is the total irradiance calculated at the top of
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Figure 3.7: E�ects of adjacency correction. Particular before the correction (on
the left) and after the correction (on the right)

the canopy and �nally T(λ, θ) is the total transmittance along the path tar-
get/sensor. After that, the adjacency correction is performed by a weighted
average applied to all pixel for the pixel [19]

ρ2(x, y) = ρ1(x, y) + q{ρ1(x, y)− ρ(x, y)} (3.6)

where

ρ(x, y) =
1

N2

N∑
i,j

ρ1
i,j(x, y) (3.7)

Where ρ2(x, y) is the corrected pixel re�ectance, ρ1(x, y) is the uncorrected
pixel re�ectance, q is the ratio between the di�use and direct transmittance
and ρ is the mean re�ectance calculated in a moving window of NxN pixels.
Good results have been obtained using N = 11.

3.7 The geo-recti�cation

Once calibrated, the images had to be co-registered. The coregistration of all
images, and in particular of those taken at di�erent incidence angles has been
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one of the most delicate step and has been preliminary to the multi-angular
analysis and to the subsequent classi�cation procedure. We considered as
master the image taken with the larger acquisition angle and, before starting
the coregistration, all other images have been resized to have the same spatial
resolution. This led to have a pixel size of 23 meters for all considered images,
which degrades softly the spatial resolution of nadir images but allowed us a
good overlapping among di�erent angle acquisitions.
Finally the images have been recti�ed using a semi-automatic methodology
based on the manual selection of Ground Control Points [20] and taking as
master a very high resolution (VHR Pansharpened Quickbird image (0.63 m
resolution) acquired over the same area in February 2002. On its turn the
master image has been previously recti�ed with several GPS Ground Control
Points. A �nal geometric precision of less than one pixel (calculated over the
GCPs) has been achieved which can be recognized as satisfactory for this
context.
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The production of land cover and
land use maps

4.1 Introduction

After many correction steps, this chapter is dedicated to the classi�cation
applied to the CHRIS images. This investigation aims at discovering and an-
alyzing the potentialities provided by these spectral and quasi-simultaneous
multi-angular acquisitions for the production of land cover and land use maps
for the area of Frascati and Tor Vergata. Preliminary visual and spectral
analysis have encouraged the investigation towards the integration of multi-
angular and multi-temporal information with the single nadir image, that is
the one commonly used for the classi�cation. Some classi�cation exercises
have been proposed using these additional angular and temporal informa-
tion as support for the decision phase. The di�culties encountered during
the images integration (very tough co-registration, �ner atmospheric cor-
rection, pixel resampling, evaluation of residual distortions and shifts) have
been compensated by important results which have permitted to asses the
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impact of joined spectral, angular and temporal information for this kind of
application. The examples proposed on this work seem to justify a strong
technological e�ort towards hyperspectral, multi-directional and high revisit
time satellite, but the real improvement for the end user applications shall
be well analyzed. For this reason the classi�cations performances of Landsat
ETM+ an CHRIS Proba have been veri�ed and correlated over the same test
site. The results have been proposed at the end of this chapter as a prelim-
inary comparison between the commonly used mission for classi�cation like
Landast and the new improved payload and instrument like CHRIS.

4.2 Preliminary multi-angular analysis

The results stemming from a multi-spectral and multi-angular re�ectance
analysis are reported and critically discussed for several surfaces, which are
typically included in many classes of land cover [21].
The �rst investigation aims at discovering di�erences over natural and man-
made surfaces in terms of multi-angular acquisitions considering the same
spectral band. The �rst example reported in Fig. 4.1 focuses the area of Tor
Vergata University. In this case two di�erent multi-angular compositions
have been generated considering the band 10 (703 nm). We can appreciate
how some features can be better retrieved in the angular compositions (b)
and (c) with respect to the true color image (a). For example the multi-
angular compositions allow a clearer perception of di�erences in vegetation
density. Areas of bare soils (dark areas in b and c) are more visible as well,
especially considering the composition (c). The urban structures can be well
discriminated using the composition (b) and (c) and it is possible to per-
form a preliminary distinction among di�erent kinds of buildings. In fact,
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the residential buildings appear in a di�erent color (green in b and red in
c) with respect to the brighter commercial and industrial buildings. Indeed
industrial and commercial blocks are in general characterized by less complex
geometry and smaller height with respect to residential buildings. This could
yield di�erent values of the re�ectance in the multi-angle acquisitions.
A second example is proposed Fig. 4.2 where some �elds of maize have
been observed. In this case the multi-angular composition (b) reports two
di�erent responses for the re�ectance values inside the big triangular �elds,
while observing only the true color composition, the division in two adja-
cent �elds is not so evident (a). This could be due to a di�erent stage of
cultivation or plants grow, which can be better appreciated considering the
multi-directional re�ectance rather than only using the spectral information.
The very high resolution image con�rms that the �eld is really composed by
two di�erent areas. After this visual analysis, several polygons, representing
di�erent typologies of land cover classes (vegetated areas, permanent crops,
asphalted surfaces, buildings), have been selected from the images and the
angular signatures of the re�ectances plotted. The polygons have been ex-
tracted from the inner part of the area of interest to minimize the e�ects of
the surroundings.
The signature of two types of crops (Fig. 4.3), of two types of vegetated
areas (Fig. 4.4), of two urban zones with di�erent structures (Fig. 4.5) and
of two types of asphalt coverage (Fig. 4.6) are reported. All 5 di�erent
angle acquisitions are considered and analyzed. The Fig. 4.3 shows that
the re�ectance values calculated over row vineyards have more sensitivity
to the angle of acquisition than those of corn �eld. In fact, this crop is
characterized by a particular geometric distribution of plants (along rows
separated with a distance of 2 meters) while for the corn the distribution
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(a) (b)

(c)

Figure 4.1: Tor Vergata University campus: (a) true color composition using band
8, band 4, band 2, (b) RGB angular composition using band 10 and FZA-36, FZA0
and FZA36, (c) RGB angular composition using band 10 and FZA0, FZA36 and
FZA55

of canopies is homogeneous and very dense, especially during the growing
phase in summer. For vegetated areas, a similar trend with angle variation
is observed and two examples related to dense forest and uncultivated areas
are reported. Comparing with the vineyard, the others vegetated areas seem
to have less sensitivity with respect to the direction of view. Comparing the
multi-directional signatures of all vegetated areas, it results that the cultiva-
tion action introduces an important angular sensitivity, which varies among
the crops types. In particular, for crops characterized by a precise geometric
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(a) (b)

(c)

Figure 4.2: Fields of maize: (a) True color composition using band 8, band 4, band
2, (b) RGB angular composition using band 10, (c) very high resolution image

structure, such as the vineyards or fruit trees, the angle of acquisition could
signi�cantly impact the measurements of the top of canopy re�ectance.
Considering urban areas in Fig. 4.5, both residential buildings and commer-
cial/industrial units present a large sensitivity of the re�ectance with respect
to the angle of acquisition. In particular for commercial and industrial struc-
tures we can see that rather high values in the spectral signature have been
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measured for the image related to the acquisition of FZA 36°.
Results concerning asphalted surfaces are shown in Fig. 4.6. In both cases,
the spectral signatures extracted from all multi-angle images are rather close
together. This con�rms that the �atness characterizing such surfaces lowers
the directional sensitivity of the re�ectance. However, for longer values of
wavelengths the bright asphalted surfaces (secondary roads, urban parking
areas) exhibit very little sensitivity to the acquisition angle. Conversely, for
dark asphalt covered surfaces (motorways, state highways), a signi�cant de-
pendence of the signature for the whole considered spectral range can be
noted for FZA-55, while for the others angles the signatures are very similar.
Considering the visual analysis as well as the statistic one, it is evident that
the multi-directional view can provide more information regarding the nature
of surfaces under observation and it can be added as additional information
in support to the classi�cation processing.
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(a)

(b)

Figure 4.3: (a) multi-angular re�ectance for a row vineyard, (b) multi-angular
re�ectance for a corn �eld
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(a)

(b)

Figure 4.4: (a) multi-angular re�ectance for dense forest, (b) multi-angular re-
�ectance for uncultivated areas
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(a)

(b)

Figure 4.5: (a) multi-angular re�ectance for urban residential buildings, (b) multi-
angular re�ectance for industrial and commercial units
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(a)

(b)

Figure 4.6: (a) multi-angular re�ectance dark asphalted surface, (b) multi-angular
re�ectance for bright asphalted surfaces
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4.3 The neural networks classi�cation

For the decision task a pixel based classi�cation scheme based on neural
networks has been developed [22]. During the last years this kind of method-
ology has demonstrated at the same time a particular ease on managing a
large domain of inputs and an important e�ectiveness in performing the de-
cision task for the classi�cation of remotely sensed images [23]. For each
classi�cation exercise, reported on the following sections, this approach has
been proposed considering di�erent con�gurations of inputs and di�erent tar-
get classes individuated in the image. Regarding the network topology, the
multi-layer perceptron (MLP) seems to be the best con�guration to solve
problems of classi�cation and inversion [24] and it has been considered for
this study. The learning process has been carried out using two data sets:
a training set and a validation set. A third set of point has been as well
collected for the validation of the �nal results. The number of hidden layers,
and the amount of units composing each layer, have been obtained after a
systematic analysis. The best con�guration is found when the minimum of
the error function is reached on the test set. In our applications the error
function calculates the sum of squared errors (SSE) considering all patterns
and it is expressed by the formula:

SSE =
N∑

n=1

c∑

k=1

{yk(x
n; w)− tnk} (4.1)

where yk(x
n; w) represents the output of unit k as a function of the input

vector xn and the weight vector w, N is the number of testing patterns, and
c is the number of outputs. The quantity tnk represents the target value for
output unit k when the input vector is xn. In general, for the considered
cases, the number of hidden layers has been two, while the number of hidden
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units changed according to the classi�cation problem. The minimization of
the error function has been pursued by a scaled conjugate gradient (SCG)
algorithm, which uses the second order of derivative of the error function
[25]. The Stuttgart neural network simulator (SNNS), made available by
the University of Stuttgart, Germany, has been used to design the network
topology and perform the learning phase.
Several test have demonstrated that the input rescaling could provide better
results during the classi�cation phases. The neural network ingests pixel val-
ues comprised between -1 and 1 while the images have values of re�ectance
between 0 and 1. The neural classi�er can as well process this kind of image
but the linear rescaling between -1 and 1 has permitted to "decompress"
the spectral information in a more wide range of values, allowing a better
discrimination of similar signatures.
After the neural network training phase, the classi�cation has been obtained
through the use of an IDL software properly developed for these applica-
tions, which can ingest the CHRIS images in di�erent con�gurations of spec-
tral bands, angular images and acquisition dates and it produces the �nal
thematic maps.

4.4 Classi�cation of hyperspectral CHRIS nadir
imagery

In the �rst classi�cation exercise the input vector feeding the network con-
tained only the nadir re�ectance measurements. The example reported in
this part is related to the CHRIS observation of 28th February 2006 over
the test site. At this stage, we identi�ed some basic classes usually consid-
ered for the generation of land cover products from satellite high resolution
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images, such as residential buildings, industrial and commercial units, bare
natural soils, vegetated areas and forest (including permanent crops). Water
surfaces were not present in the area but, as a distinction between two di�er-
ent asphalt coverages is in principle possible for di�erent spectral signatures
due to di�erent types of materials used for the pavement, the dark asphalted
and the bright asphalted classes have been added to the more traditional
ones. For the same reason two urban classes have been individuated inside
the macro class urban areas. The class urban buildings regards principally
houses and small residential �ats which present a di�erent spectral signature
with respect to the big industrial and commercial units as well as a di�erent
sensitivity to the acquisition angle.
A total number of 915 and 896 pixels have been chosen for generating the sets
with the training and the test patterns, respectively. The best topology ob-
tained for the network is characterized by 18 inputs, two hidden layers of 14
units and 7 unit of outputs. The trend of SSE values vs. the number of units
in a two hidden layer topology is plotted in Fig. 4.7 and it shows that suit-
able network topologies can be obtained with a minimum number of 12 units
per hidden layer. This error trend recurs for many neural networks trainings
performed considering also others scenarios but with the same classes as out-
put. In general the neural networks used for the classi�cation of nadir images
in these type of classes have a minimum number of 12 units per hidden layer
without exceeding 16 units. The analogous analysis carried out with one
hidden layer provided slightly worse results.
The classi�ed map composed by almost 85000 pixels and obtained with the
selected topology is presented in Fig. 4.8, where as the accuracy is reported
in Tab. 4.1. The accuracy has been calculated selecting a signi�cant number
(5216) of ground truth points validated on VHR Quickbird imagery and by
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Figure 4.7: SSE vs. the number of units for hidden layers

direct inspections on site. The confusion matrix reports an overall precision
of 85,7%. The result is negatively conditioned by a rather coarse performance
for the bright asphalted surfaces. In fact, this feature in the images sometime
appears easily confused with the adjacent pixels and with the class of urban
buildings, especially when the acquisition is done under particular geometric
con�gurations (large o�-nadir angle). From Tab. 3 we note that another
source of error is the confusion between bare soil and residential buildings.
This is a known problem in the classi�cation of optical images characterized
by high and very high spatial resolution and is due to resemblances in the
spectra between the two surfaces.
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(a)

(b)

Figure 4.8: (a) Image over Tor Vergata Campus extracted from the acquisition of
28th February 2006, (b) clssi�ed map in seven classes: dark asphalt, bright asphalt,
urban buildings, industrial/commercial units (withe), bare soil, green vegetated
areas, forest and permanent crops
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4.5 Classi�cation of hyperspectral multi-angular
CHRIS imagery

In the second exercise we generated the same land cover maps this time
using multi-angular images as inputs. Following what is shown in the multi-
angle analysis, the particular directional sensitivity of the re�ectance of some
surfaces produced a signi�cant classi�cation improvement compared to the
results reported in Tab. 4.1. The acquisition is again that of 28th February
2006 over the Frascati and Tor Vergata test site, but in this case the im-
ages at FZA 36 and FZA -36 have also been considered as well as the nadir
image FZA 0 for the generation of the input vector. The same sub-images
as in the previous case have been extracted and after the radiometric and
atmospheric corrections they have been co-registered and stacked in order
to obtain a unique image composed of 54 spectral bands. The neural net-
work has been learnt using the same training and validation datasets as the
previous exercise, having in this case the best topology composed by 54 in-
puts, two hidden layers of 24 units and the same 7 classes of output. The
land cover map is reported in Fig. 4.9. The accuracy is calculated using the
same ground truth as the �rst classi�cation and Tab. 4.2 shows the changes
in terms of class accuracy. We can see that for residential small buildings,
bare soils and asphalted surfaces a signi�cant increase in the accuracy values
has been obtained thanks to the multi-angular characterization. The over-
all improvement calculated for this scenario is around 7%. Considering the
strong angular and directional dependence of the re�ectance for industrial
and commercial units, changes in accuracy could also be expected for this
class, but after the classi�cation there is no evidence of improvements. This
might have happened because deformations on buildings shape are present
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in the o�-nadir views and for this reason an imperfect overlap of these struc-
tures could occur among the stacked images. The problematic co-registration
of these pixels could generate a noise that prevented us from obtaining the
expected improvement for this class. In general this problem is particularly
evident for features and areas of interest characterized by few pixels. In fact
in these cases, the errors introduced by several steps of co-registration and
the distortions produced by a multi-directional view can reduce and some-
time decrease the accuracy obtained by the use of a multi-angle dataset. We
can consider for example the classi�cations in Fig. 4.10. The white arrow
indicates an area of bare soil, which is an agricultural area maintained free
from natural grass in this acquisition date. It has not been properly classi-
�ed using only the spectral information provided by the nadir image. On the
other hand, the classi�cation performed having as input the multi-angular
stack has produced a reasonable result, demonstrating a better performance
for this target. Residential units present in this area are composed by build-
ings of few pixel size crossed by streets of one pixel size but clearly visible in
the CHRIS image (for example the residential unit closest to the misclassi�ed
areas in Fig. 4.10). In this case classi�cation using the nadir image has well
identi�ed the bright asphalt among the buildings and the biggest building
have been reasonably classi�ed like commercial/industrial units, but in the
map obtained starting from the multi-angular stack these features have been
not identi�ed and they are replaced by the macro class residential buildings.
For sure the additional information can support the automatic processing
to better discriminate classes often confused because spectrally similar (typi-
cally urban and bare soil, some crops,...), but then features composed by only
few pixels can be easily confused by the reason of errors due to co-registration
phases and distortions related to acquisitions under very large angle of view.
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Figure 4.9: Multi-angular classi�cation related to 28th February 2006

Surface Imporvements

Dark Asphalt -3%
Bright Asphalt +27%
Urban Buildings +10%

Industrial/Commercial Units Not Relevant
Bare Soil +19%

Green Vegetated Areas Not relevant
Forest and permanent Crops Not Relevant

Table 4.2: Improvement for the classi�cation phase reached by the use of multi-
angle information
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(a) (b)

(c) (d)

Figure 4.10: (a) VHR images of the commercial and residential area near Tor
Vergata campus, (b) the same area acquired by CHRIS, (c) classi�cation using
the nadir image of 28th February 2006, multi-angular classi�cation of the same
acquisition
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4.6 Further potentiality given by the merging
of multi-temporal and multi-angular images

The PROBA mission acquisition plan allows to take more images during the
same year over the same test site. This is another important characteristic
of the mission which therefore allows to exploit concurrently hyperspectral,
multi-angular and multi-temporal information. To analyze what is the im-
pact of such capabilities in terms of �nal land cover products we performed
two �nal classi�cation exercises. In the �rst one the land cover map is ob-
tained only with multi-temporal and multi-spectral acquisitions, in a second
one the multi-angular information is added and, as in the previous section,
the improvements in terms of classi�cation accuracy evaluated.
The attempt of considering at the same time multi-angular and multi-temporal
acquisitions led to a rede�nition of the area of interest, even if belonging to
the same test site. This is due to di�erent concurrent reasons such as sen-
sible shifts a�ecting the images acquired at di�erent times, shifts between
images taken at di�erent angles, sensitivity to clouds, need of limiting the
co-registration errors. Because of the same kind of constraints we also had
to restrict the multi-angular information to 2 di�erent angles (FZA 0, FZA
36) related to only one acquisition.
The multi-temporal information is based on three images taken at the fol-
lowing dates: February the 28th, August the 19th and October the 9th 2006
Fig. 4.11. These dates are chosen to minimize the di�culties listed before,
but in any case they are in principle particularly suitable to monitor some
important stages of crops growth cycle. The acquisition at the end of win-
ter is particularly useful to observe the ploughing phase for the agricultural
�elds and in particular for the corn �elds that during this time are arranged
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(a)

(b)

(c)

Figure 4.11: (a) acquisition of October the 28th, (b) acquisition of August the 19th
and (c) acquisition of October the 9th
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for the next seed in April. In August most of the crops present in this area
are going to have their maximum of the photosynthetic phase as for example
vineyards, corn and other crops while not currently used natural areas are
covered by dry grass or sparse vegetation and they are characterized by a
lower re�ectance in the infrared range. Finally, the acquisition of October is
used to monitor cereals, crops and vineyards harvested in this period as well
as agricultural �eld ploughed in this period to be ready for the winter cultiva-
tions. The re�ectance seems to follow all these phases and signi�cant changes
are observed during the development phases. For example in in Fig. 4.12 we
report two examples which show how cultivated areas, such as corn �elds or
vineyards, change signi�cantly their spectra during the year. However, the
vegetation development is peculiar for each particular crop type, provoking
signi�cant di�erences in the associated multi-temporal signatures. Therefore
positive e�ects particularly on crops discrimination can be expected. With
respect to the previous cases the vineyards and corns �elds, largely di�used
in the selected area, have been extracted from the permanent crops class and
vegetated areas class, respectively, and considered as separated classes. We
also treated uncultivated areas as a single class. In fact, their dependence
with time should be rather di�erent from that of cultivated �elds. On the
other side we eliminated the bare soil class, as most of bare soils are culti-
vated �elds at the very beginning of the growth cycle or after the harvest.
Summarizing we had to discriminate among 9 classes with an input vector
including 54 measurements (3 images of 18 bands).
A new neural network algorithm has been trained using a training set and
a test set of 3120 and 3045 patterns, respectively. A third di�erent set of
21766 ground-truth pixels has then been considered for the computation of
the confusion matrix reported in Tab 4.3, while the classi�cation and map is
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(a)

(b)

Figure 4.12: (a) multi-temporal re�ectance for vineyards, (b) multi-temporal re-
�ectance for corn �elds
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shown in Fig. 4.13
The same procedure has been applied to a new network having in input also
multi-angular information. The acquisition at the FZA 36° of the second
date (month of August) was the additional piece of information. The choice
of this date stems from the fact that the multi-angular information should
carry the best contribution when the agricultural �elds are at the stage of
full development. The corresponding results are reported in and Fig. 4.13
and Tab. 4.4. The validation on the ground-truth demonstrates that both
classi�cations have reported an high accuracy over all classes, always above
87 for any single class if we considered vineyards and other permanent crops
as a unique class, with an overall improvement on the performance of more
than 5 when the combined temporal and angular information is provided to
the network. In particular, the most signi�cant increase in the accuracy has
been obtained for dark asphalted surfaces, uncultivated areas and vineyards.
The class of vineyard shows the best improvement, 11%, de�nitely mitigating
the confusion with other permanent crops (olive-groves and orchards). We
do not have a better accuracy in all classes though. For the bright asphalt
it decreases of 2%, probably due to the errors introduced by a further step
of co-registration.



Chapter 4. The production of land cover and land use maps 63

(a)

(b)

Figure 4.13: (a) multi-temporal classi�cation, (b) multi-temporal and multi-
angular classi�cation.Dark asphalt, bright asphalt, urban buildings, indus-
trial/commercial units (withe), uncultivated, Others permanent crops, Vineyards,
Corn, Others agricultural areas, masked areas (clouds and shadows)
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4.7 Comparison between ETM+ and CHRIS

This last exercise proposes a comparison between ETM+ Landsat and CHRIS
Proba images in terms of classi�cation accuracy. Since years, ETM+ has
been the most used optical multi-spectral instruments for land cover, while
the new spectral con�guration of CHRIS has been only recently introduced.
The spectral di�erences have been already outlined on the �rst chapter (Fig.
2.4). In general, di�erences in surfaces discrimination are expected, but in
this section the classes mostly in�uenced will be better individuated and an-
alyzed.
Considering the images available for this work (Chapter 1), it has not been
possible to compare images obtained by simultaneous acquisitions (same day,
same year, same time) and for this reason this investigation has been done
selecting images which have been acquired with a short time delay. The best
con�guration which has been found takes into account an ETM+ acquisi-
tion of 19 August 2004 and a CHRIS Proba image of 19 August 2006 Fig.
4.14. Despite the two images are separated by two years, the day of acquisi-
tion is the same and it is possible to assume same conditions of illumination
and same photosynthetic state for crops and vegetated areas. The others
two ETM+ images, acquired during the 2001, have not been actually con-
sidered because many land cover changes have been observed, especially in
agricultural areas, vineyards and urban buildings [26]. The di�erent spatial
resolution of the two product has been compensated by a further resempling
step, which has decreased the CHRIS resolution from 21m to 32m, making
possible a satisfactory overlap of features, structures and areas present on
both images. This has permitted to select the same areas for the neural
network training (training and test sets) and for the �nal validation. The
same nine classes of land cover have been individuated inside this scenario:
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(a)

(b)

Figure 4.14: (a) CHRIS acquisition of 19th 2006, (b) ETM+ acquisition of 19th
August 2004

dark asphalt, bright asphalt, urban buildings, industrial/commercial units,
corn �elds, vineyards, other permanent crops like olive and fruit trees, un-
cultivated vegetated areas, bare soils. The neural network training phase has
produced two di�erent topologies with the minimum error calculated con-
sidering the test set. For the the ETM+ the best con�guration consists on
a network of 6 inputs, two layers of 14 units each and 9 outputs, while for



Chapter 4. The production of land cover and land use maps 67

(a)

(b)

Figure 4.15: (a) classi�cation related to CHRIS acquisition of 19th 2006, (b) clas-
si�cation related to ETM+ acquisition of 19th August 2004.

the CHRIS it consists on 18 inputs, two layers of 16 inputs and 9 outputs.
The maps generated are reported in Fig. 4.15 The two classi�cation exercises,
related to this scenario and to this acquisition date, have provided overall ac-
curacies respectively of 75.65% for ETM+ and 79.85% for CHRIS considering
an overall number of validation pixel equal to 10.500. These low accuracies
are strongly conditionated by low performances for classes like asphalts (dark
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SURFACE CHRIS IMPROVEMENTS

Dark Asphalt +13%
Bright Asphalt +25%
Urban Buildings +6%
Industrial Commercial Units +15%
Uncultivated -5%
Bore Soil +15%
Others Permanent Crops +12%
Vineyards +12%
Corn +10%

Table 4.5: Improvements obtained using the CHRIS product with respect to ETM+
image

and bright), which are di�cult to discriminate at this coarser resolution and
by classes such as vineyard, uncultivated and permanent crops, which are not
easy to di�erentiate with only one acquisition. In any case a mean improve-
ment of 4% results using the CHRIS spectral con�guration and considering
the overall pixels. But considering each class separately, the improvements
could change how reported in Tab. 4.5 Starting with the arti�cial surfaces,
the improvements for the two types of asphalt and for the industrial units
are relevant, while for the urban buildings the improvement is around the
6%. In particular, the bright asphalt is better identi�ed and separated from
the others man-made surfaces, reporting at the end the best improvement
of +25%. If we consider the agricultural areas as a unique class, CHRIS
and ETM+ demonstrate similar performances, but analyzing each class sep-
arately, CHRIS demonstrates a better capability in crops discrimination and
in particular the vineyards and the permanent crops are better identi�ed
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(a) (b)

Figure 4.16: Signature extracted for urban buildings, vineyard, uncultivated:
(a) CHRIS signature, (b) ETM+ signature. The values represents re�ectances
resclated between -1 and 1

reporting an improvement of +12%. In fact ETM+ tends to confuse this
class with corn and others permanent crops like olive and fruit trees. For
the natural areas, represented in this exercise by bare soil and uncultivated
zones, improvements have been observed only for the �rst class while for the
uncultivated areas ETM+ has provided better results in several cases. In
fact, considering the classi�cation related to the CHRIS image, many un-
cultivated �eld have been wrongly classi�ed like urban and vineyards. The
spectral analysis, which has been performed over some of these misclassi�ed
areas, has reported for CHRIS an objective spectral similarity for these three
signatures. On the other hand, the spectral plots extracted form the ETM+
image seems to have very di�erent trends and values in some spectral ranges.
The Fig. 4.16 shows an example of signatures extracted from a misclassi�ed
area close to the Casilina state street Fig. 4.17. The CHIRS signatures
are very similar and overlapped in some bands while the ETM+ signatures
present spectral di�erences for bands around 1,6 µ and 2.2 µ, which are not
present in CHRIS. This similarity for the CHRIS signatures has produces a
series of ambiguities for the uncultivated class during the classi�cation phase,
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but the same have been mitigated in the ETM+ classi�cation by the presence
of bands located in the Short Wave Infrared (SWIR).

(a)

(b) (c)

Figure 4.17: (a) VHR image over one area not correctly classi�ed in the CHRIS
classi�cation, (b) CHRIS image, (c) ETM+ image
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Conclusions

In this research work we have investigated the potential of CHRIS imagery to
automatically produce maps of land cover, considering as test site the area of
Frascati and Tor Vergata. The use of this kind of images could be well con-
sidered an innovation for the classi�cation of optical satellite data, especially
if we consider the new spectral con�guration and the new acquisition capa-
bility introduced with this mission. The developing of preprocessing steps,
methodologies and software tools has been necessary in order to design op-
timum classifying schemes. This complete treatment of CHRIS imagery for
"end to end" applications can be considered a �rst signi�cant result of this
work. Problems like the correction of radiometric artifact, the compensation
of the atmospheric contributions and the ortho-recti�cation have been faced
proposing satisfactory and improved solutions. In particular the correction
of stripes, present along the columns direction, has required a deep review of
methodologies already available for others missions, which have been tested
for the CHRIS products. Finally, a semi-automatic tools for the destriping
based on the low-pass �ltering in the spatial frequency domain has been devel-
oped and tested. This methodology has permitted to correct these artifacts
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without a�ecting the radiometric and geometric quality of the image. Satis-
factory results have been obtained for di�erent scenarios, and the impact of
"noisy" areas such as clouds, shadows, boundaries of heterogeneous surfaces,
has been reduced and in some cases deleted. The atmospheric correction has
been done simulating the radiative quantities (solar irradiance at bottom of
atmosphere, transmittance of the path and aerosols scattering) through the
use of a radiative transfer model. The model takes as inputs many parame-
ters which have been integrated with on site measurements with the principal
purpose of better estimates seasonal and daily trends concerning the aerosols
and the water vapor content. Finally the images of re�ectance have been ob-
tained.
The second aspect of the study deals with the new capabilities o�ered by the
Proba mission and CHRIS imagery in terms of information retrieval. The
platform is conceived to monitor a region of interest at high spatial reso-
lution (around 20m) with hyperspectral, multi-angular and multi-temporal
measurements. The possibility of integrating these three types of informa-
tion for the decision task gives to the CHRIS image dataset an exceptionality
potential. The classi�cation exercises performed during this research work
have tried to asses the real impact of joined spectral, directional and temporal
information for the identi�cation of di�erent land cover types. The classi�-
cation performed using only the nadir image has permitted to discriminate
with a satisfactory accuracy (more than 80%) 6 classes of land cover, includ-
ing two di�erent types of asphalts and urban fabrics. The inclusion in the
input vector of the spectra corresponding to 3 angular acquisitions (FZA at
namely -36°, 0° and +36°) has been important to mitigate some misclassi�ed
areas still present in the map obtained by the nadir image. In particular
structures related to the urban classes like roads, buildings, asphalted areas,
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have received the best improvements and also the typical ambiguity between
urban and some kinds of bare soils have been satisfactory resolved. The over-
all classi�cation accuracy reached in the multi-temporal classi�cation results
more than 92%, an improvement of almost 7% with respect to single nadir
acquisition has been obtained. We have also seen that a further increase of
the classi�cation quality may derive from the consideration in the processing
scheme of the multi-temporal measurements. We observed that the informa-
tion brought in by multi-temporal data, besides re�ning the classi�cation in
terms of discrimination levels, can also improve the accuracy rates, leading
to overall accuracies of about 93% considering 9 di�erent classes.
Once again our study demonstrates the e�ectiveness of neural network al-
gorithms in positively combining di�erent levels of information. Moreover
the good suitability of the MLP neural network for problems of decision and
classi�cation has been con�rmed and veri�ed also in this case. In particular,
topologies characterized by two hidden layers with a minimum number of 12
hidden units have provided good results for all the exercises previously pro-
posed. The principal disadvantage of this kind of approach could regard the
dimension of the input vector. In fact especially when more multi-temporal
and multi-directional acquisitions will be available during one year and over
the same test site, we may easily reach hundreds of components for the in-
put vector of the classi�cation algorithm. Until now no particular problems
of computational power have been encountered, but for sure the increasing
number of inputs can make di�cult the neural network training and classi-
�cation. At this point a selection of the inputs as well as the pruning of the
network will be unavoidable to eliminate unnecessary or misleading quanti-
ties and it could be considered the logic continuity and improvements for this
work.
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