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“...Theory is when we know everything but nothing works.
Praxis is when everything works but we do not know why.

We always end up by combining theory with praxis:
nothing works and we do not know why...”
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Introduction

The Global Navigation Satellite System (GNSS) receivers are used in many applica-

tions. May be surprising to learn that among these applications there is also aerology.

In fact aerology is the term indicating the study of the air and the atmosphere system

by means of measurements coming from instruments like balloons, sounders, radiome-

ters, radars, lidars, ground-based meteorological observations, and other systems. It is

finalised on the study of the vertical status of the atmosphere, not limited to the stra-

tus nearest the earth surface. This research work stays into this context through the

use of ground-based GNSS receivers, a type of instruments whose development has not

been specifically designed for the study of the atmosphere and weather phenomena.

The interaction of the GNSS satellites signals and the atmosphere, both ionosphere

and troposphere was an aspect widely studied since the beginning of the development

of the Global Positioning System (GPS): the first satellite navigation system. These

aspects were well known because they critically impact on the positioning techniques.

Indeed, the localisation of a receiver over the Earth’s surface is based on the princi-

ple of triangulation, i.e. the time and space coordinates are computed by using the

travel time of signals coming from at least four satellites, for which the position and

the signal transmission time are known. All the sources that introduce a delay on the

satellite receiver travel time, directly affect the positioning accuracy. Many research

activities have demonstrated the feasibility of the calculation of these delays, with re-

lated increasing positioning accuracies. In parallel, the result of some research work

(the first was [1]) has shown that the signal delay caused by water vapour in tropo-

sphere can be estimated and used in combination with coincident (in time and space)

ground-based temperature and pressure measurements, to retrieve the total column

water vapour, i.e. the Integrated Precipitable Water (IPW). As the water vapour has a

fundamental role both in the hydrological cycle, by triggering the weather phenomena,

and in the greenhouse effect, by trapping long wavelength radiation emitted by the

Earth’s surface, the knowledge of the temporal behavior of IPW is a huge potential

opportunity. The availability of such ground-based network of GNSS receivers actually

coincides with the availability of sensors for the estimation of the water content in the

atmosphere. Several weather centres have developed operational schemes for the as-

similation of GNSS-based water vapour observations in numerical weather prediction

1
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models. The main limitations of this kind of GNSS-IPW retrievals is that they do not

provide information about the profile of the vertical distribution of water vapour. For

this reason the last frontier of this science is oriented towards the attempt of recon-

struction of three-dimensional content of water vapour, commonly through the use of

dense networks of GNSS receivers and using tomographic approaches.

In the present research work (whose some theoretical aspects have been addressed

in [2] and the results of a preliminary implementation were shown in [3]) a new retrieval

approach is presented for the estimation of vertical distribution of meteorological vari-

ables. It is based on a Bayesian inference approach, which combines the information

content of an extended ten-years dataset with the instantaneous set of measurements

for retrieving the desired quantities with an associated probability of occurrence. Prac-

tically for the quantities to be estimated a set of possible “states” has been built by

considering the output of a reanalysis meteorological model during the period of a

decade at synoptic times. The frequencies distribution of this state vectors constitute

the prior distribution. For the same period the ground-based measurements of pressure,

temperature and humidity and the GNSS-based Zenith Tropospheric Delay (ZTD) es-

timation, have been collected. The combination of model outputs and measurements

leads to the likelihood function, to be used directly in the Bayes theorem to retrieve the

posterior distribution, whenever occurs the availability of new measures. The retrieval

process assigns a weight, namely the posterior probability distribution, to each possible

state vector, and consequently to each profile of atmospheric temperature, pressure and

humidity content.

The method has been tested using data from some test sites, over the Mediter-

ranean area, selected on the basis of given requirements, such as the availability of a

meteorological station, a GNSS station, and of course, data from the meteorological

model, over the ten-year period in order to construct the prior dataset, in addition to

the availability of balloon observations for validation purposes. On the basis of these

requisites the selected sites have been the coastal sites of Cagliari and Ajaccio, the lat-

ter in an area of complex orography, and the inland site of Medicina, which is located

in a flat area.

A full description of the technique is provided in this work from a theoretical point

of view and then providing the numerical results of an operational-like application over

a full year time period. The obtained retrievals are compared against balloon observa-

tions, in order to validate the method and to assess the related errors, even if over the

few (three) available sites.

The technique is straightfully applicable in anywhere a weather station provides

surface measurements of pressure, temperature and humidity and a GNSS receiver

gives an estimate of the tropospheric delay. The growing availability of both measures
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of meteorological stations and networks of geodetic GNSS stations, increases its ap-

plicability, presenting it as a tool with increasing potentialities. As lots of numerical

weather models are provided with assimilation scheme able to ingest both IPW/ ZTD

observation and atmospheric vertical profiles, they can theoretically ingest also the

outputs of this retrieval algorithm. It is therefore hoped that an instrument of this

type may contribute to the creation of more and more complete weather patterns for

numerical weather prediction models initialisation.

This non conventional type of profiler sensor could be a mean to help the reconstruc-

tion and localisation of the stage of the convection development, turbulent mixing, and

clouds formation processes in operational weather forecasts. In fact all this informa-

tion are directly determined by the vertical distribution of water vapour, temperature

and pressure. The main advantage comes from the fact that this technique is virtually

costless if one consider taking advantage of the high number of GNSS stations network

available throughout the Earth’s surface for different scopes. In any case, even the in-

stallation of new sensors is advantageous from an economic point of view compared to

radiosounding stations or ground-based radiometers installations, because of the more

consolidated and improved technologies of GNSS receiving stations.

A very short description of the content of each chapter of this work is given below:

• Chapter 1: Provides a description of the atmospheric quantities object of the

retrieval and the main relationship (used in the work) between them; the mech-

anisms of interaction of the atmosphere system with MicroWaves (MW) signals,

mainly focusing on those of interest for GNSS application are also shown. The

subdivision of the atmosphere in ionosphere and troposphere is clarified and their

relative effects introduced in the GNSS signal are described.

• Chapter 2: Is an introduction to the GNSS, including also a brief history of

satellite positioning systems, and giving a description of the functioning princi-

ples, the present configuration and the future developments. An analysis of the

various error sources is given together with the methods used to compute them

finalised to obtain the desired quantity: the tropospheric delay. Finally a very

basic algorithm for positioning is described.

• Chapter 3: With logical continuity with the previous chapter a description of

the method for the computation of the Zenith Path Delay (ZPD) (i.e. ZTD),

starting from the GNSS receiver measurements is provided, with reference to the

most commonly used software. Main applications of the GNSS Meteorology are

listed and briefly discussed to give an overview of the state of the art of this

research field.
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• Chapter 4: The description of the developed retrieval method is given, starting

from the theoretical aspects, up to the technical description of the test imple-

mentations, and the relative results. The data sources used in this work and the

processing strategies motivating the necessary choices are here described. The

processing results are shown for some relevant cases.

• Chapter 5: In this chapter a quantitative evaluation of the performances of

the method is given. The information gain, when the number of observations

increases, is explained by means of entropy changes. A comparison between the

entropy values relative to different scenarios and conditions is also given. The

validation of the retrieved quantity is given by comparison with balloon measure-

ments, providing the values of correlation, Root Mean Square Error (RMSE) and

bias. A comparison with the most diffuse GNSS-based method for Water Vapour

(WV) content estimation [1] is also provided.



Chapter 1

Interaction of the GNSS signal with
the Atmosphere

1.1 The atmosphere and the principal state variables

1.1.1 Classification of atmospheric regions

The atmosphere can be schematised as made by concentric layers which differ depending

on physical and chemical characteristics and classified according to such properties of

the application into consideration. The first stratification can be made considering

the homogeneity of atmospheric composition; the homosphere is the portion of the

Earth’s atmosphere, up to an altitude of about 90 km above sea level, in which there is

continuous turbulent mixing, and hence the composition of the atmosphere is relatively

constant; as opposed to the heterosphere, the higher regions in which exists the diffusive

equilibrium condition and the composition varies with altitude with increasing presence

of rarefied light gases such as helium and hydrogen nearly up to reach the interplanetary

vacuum. A classification of the atmospheric layers and their thickness depending on

the main applications on which they are involved, is proposed in [4]. Fig. 1.1 shows

this classification.

Figure 1.1: Earth atmosphere layers.

5
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In this work the analysis is focused on the impact of the atmosphere on the ra-

diowaves propagation at L band frequencies (1 to 2 GHz), in which GNSS satellite

positioning signals are working. However, the purpose of this study is to extract infor-

mation related to meteorology, from radiowave signals propagating in the atmosphere.

Therefore with reference to Fig. 1.1, the applications that we will consider are propaga-

tion and temperature, as in meteorology the stratification of the atmosphere essentially

comes from the mean vertical profile of temperature.

From the radiowaves propagation point of view, the atmosphere is composed by

two main layers: troposphere and ionosphere.

• Troposphere: The troposphere is the lowest region of Earth’s atmosphere ranging

from 0 to 40− 50km. In this layer the charged particles are virtually absent and

the molecules are well mixed, so that the troposphere can be considered a neutral

gas. As we will see in this layer the refraction index is slightly greater than 1 and

is dependent on the value of the atmospheric pressure, temperature and water

vapour partial pressure. The troposphere is a non dispersive medium for the

GNSS radiowaves, and the refraction index can be considered virtually constant

with frequency.

• Ionosphere: The Earth ionosphere is named so because it is slightly ionised by

solar radiation. The ionosphere is thus a shell of electrons and electrically charged

atoms and molecules that surrounds the Earth, stretching from a height of about

50 km to more than 1000 km.

From a meteorological point of view the atmosphere has a different subdivision,

which is mainly determined by the climatological (i.e. time averaged) height gradient

of temperature:

• Troposphere: In meteorology the height of the troposphere is up to about 14 -

18 km (depending on latitude with a maximum at the equator and a minimum

at poles). It is characterised by a negative temperature gradient in function of

height (∇hT < 0).

• Tropopause: It is the boundary between the troposphere and the layer above,

where occurs the change of sign of the temperature gradient.

• Stratosphere: The stratosphere has an extension ranging from the end of tropopause

up to about 50 km. In this region the temperature increases with heigh (∇hT > 0).

It is more rarefied than troposphere.

• Stratopause: it is the portion of atmosphere where a relative maximum temper-

ature of about 0◦ C occurs.
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• Mesosphere: It extends from the end of stratopause up to about 80 -100 km.

Temperature again decreases. It is characterised by a weakly ionised layer which

absorbs the cosmic radiation and essentially marks the beginning of the iono-

sphere.

• Mesopause: it is a separation layer where the temperature reaches the minimum

value in the whole atmosphere (about −100◦ C).

• Thermosphere: It follows the mesopause up to a maximum height of 500 km.

The temperature undergoes a strong increase.

• Thermopause: It marks the separation between the portion of atmosphere where

the main components are not more heavier gases (like nitrogen and oxygen), but

particles with large free path (hydrogen and helium). It is the reference layer for

the computation of the solar constant1. The height of the thermopause varies

between about 200 and 500 km depending on solar activity. It is also called

exobase because is the base of the surrounding layer.

• Exosphere: Is the layer between the thermopause and about 10000 km, beyond

which begins the interplanetary vacuum. The gas particles that reach and exceed

the escape velocity no longer take part in the rotation of the Earth and disperse

in space.

The troposphere is the seat of most of meteorological phenomena (clouds, precipi-

tations, lightnings,...) because ∇hT can assume values bringing to vertical instability,

and contains approximately 75% of the atmosphere’s mass and almost all (99%) of

its water vapour and aerosols. However it should be point out that sometimes in the

stratosphere between 20 and 30 km, it can be observed the presence of iridescent or

nacreous clouds. These are sporadic cases that however indicate the presence of water

vapour in the stratosphere. In sum about 99% of neutral air mass and all the water

vapour are contained in the first 50 km of the atmosphere; thus troposphere and strato-

sphere have a very similar behavior from the radiowave propagation point of view, for

this reason they are commonly classified as a single layer in GNSS theory.

In the following chapters we will refer only to the troposphere and ionosphere. Both

the troposphere and the ionosphere refract GNSS satellite signals and are sources of

error for GNSS applications. This will be explained in more details below as the subject

of the second section of the present chapter.

1The solar constant is the amount of radiation that reaches the Earth from the Sun per unit of
time and surface (hence it is a power per unit area), measured in a plane perpendicular to the rays.
Its mean value is about 1.367 W m–2, varying in function of the sun Earth distance.
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1.1.2 Atmospheric quantities and main relationships

The atmosphere is the fluid system which constitutes a casing of the Earth’s crust.

Mixtures distributions and motions of the gas constituents of the atmosphere are the

main responsible of the weather phenomena, that happen in the lower layers where

most of atmospheric mass is concentrated (about 90% in the first 17 km and about

99% in the first 50 km). The mean proportion of gas concentrations by volume in the

low atmosphere (0 to 50 km) is given in Table 1.1.

Constituent Fractional concentration
Nitrogen (N2) 78.08%

Oxygen (O2) 20.95%

Argon (Ar) 0.93%

Water Vapour (H2O) 0− 5%

Carbon dioxide (CO2) 380 ppm
Neon (Ne) 18 ppm
Helium (He) 5 ppm
Methane (CH4) 1.75 ppm
Krypton (Kr) 1 ppm
Hydrogen (H2) 0.5 ppm
Nitrous Oxide (N2O) 0.3 ppm
Ozone (O3) 0− 0.1 ppm

Table 1.1: Selected Merra model files content ([5]).

Besides the gases that occur in very high concentrations (N2, O2 and Ar), water

vapour plays a very important role in the triggering of weather phenomena. The mass

of water vapour is about 0.25% of the atmospheric mass, but it’s concentration is highly

variable in time and space depending among other variables also on the temperature,

that defines the maximum amount of water vapour potentially present (i.e the satu-

ration concentration, see Eq. 1.13), ranging from very low concentrations in the cold

regions up to 5% by volume in hot air masses. This variability combined with the fact

that the water vapour stores energy in the form of latent heat2, makes it one of the

major responsible of development and dynamics of weather systems.

As the atmosphere is a gas mixture its thermodynamic status can be univocally

described by its pressure, density and temperature. The relationship between these

three is the equation of state, that changes from one gas to another based on the

properties of the molecules that compose it. According to Dalton’s law the total pressure

exerted by a mixture of gases that do not interact chemically is equal to the sum of partial

pressure of the gases. For the atmosphere distinction is made between dry air, i.e. the

gas mixture which excludes the water vapour, considering the other constituents, and

2Evaporation and condensation are processes requiring and releasing heat respectively.



1.1 The atmosphere and the principal state variables 9

the water vapour, namely wet air. Starting from the ideal gas law,

P = ρ R T (1.1)

where P is the pressure, ρ the density, T the temperature and R is the ideal gas

constant (universal gas constant R = 8.3145 J K–1 kg–1). The specific gas behaviour is

considered introducing the dependence on the specific type of gas in the constant R. At

T = 0 ◦ C for dry air Rd ' 287.053 J K–1 kg–1, and for water vapour Rw ' 461.5 J K–1

kg–1. Both Rd and Rw slightly vary as a function of temperature as better described

in § 1.3.1.

A gas in a gravitational field where pressure gradient force balances the gravity

force is in hydrostatic equilibrium, that is commonly represented by the hydrostatic

equation:

dP = − ρ g dz (1.2)

Moving vertically from a height z to z + dz the pressure must vary by an amount

dP which is linked to the product of the air density ρ and g (taking into account the

gravity). The hydrostatic equilibrium condition may be taken as almost always true,

except if we are in the presence of strong vertical motions of the atmosphere (as for

example in the case of storm). Pressure at a height level z can be derived integrating

Eq. 1.2 as:

P (z) = −
∫ ∞
z

dP =

∫ ∞
z

ρ g dz (1.3)

The pressure at an height z is equal to the weight per unit area of the overlying air in

the vertical column.

The geopotential is a quantity given by the work needed to carry a mass of 1 kg

from the sea level to a defined height z. It depends only on the height z of that point.

Rescaling the geopotential quantity by the globally averaged gravity acceleration at the

Earth surface g0 = 9.81 m s–2, the geopotential height is obtained.

h =
1

g0

∫ z

0
g(lat, lon, ζ) dζ (1.4)

where the gravity acceleration g(lat, lon, z) is expressed in function of latitude lat,

longitude lon, and geometrical height z. In meteorology the geopotential height is

commonly used instead of the geometrical height and the outputs of models provides

the vertical distribution of the physical quantities as a function of geopotential height.

Alternatively these quantities are expressed as a function of pressure levels, and in

this case also the geopotential height is expressed in function of pressure levels. The

advantage of using the geopotential height is the possibility to use an averaged constant

value of the gravity acceleration g0. The conversion from the geopotential height to

geometrical height can be done taking into account the law of universal gravitation and
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using Eq. 1.4, obtaining the relationship:

h =
z RT (lat, lon)

RT (lat, lon) + z
(1.5)

where the quantity RT (lat, lon) is the Earth radius at the specific site of latitude lat

and longitude lon.

As previously mentioned, in the atmosphere constituents a distinction is made be-

tween dry air and water vapour content. Partial pressure values of dry air (Pd) and

water vapour (ew) can be added to give the total atmospheric pressure according to

the Dalton’s law. Sometimes referring to dry air and using the gas law (Eq. 1.1), a

quantity called virtual temperature Tv can be introduced to account for the presence

of water vapour, by expressing the total air pressure as:

P = ρ Rd Tv (1.6)

and Tv as:

Tv =
T

1− ew
P (1− ε)

(1.7)

where ε is the quantity given by the ratio between molecular weights of water (Mw)

and dry air (Md):

ε =
Rd
Rw

=
Mw

Md
= 0.622 (1.8)

The combination of the gas law expressed in the form of Eq. 1.6, the hydrostatic

equation (Eq. 1.2) and the geopotential height definition (Eq. 1.4) leads to the hypso-

metric equation:

h2 − h1 =
Rd
g0

∫ P1

P2

Tv
dP

P
' Rd

g0
Tv ln

P1

P2
= H ln

P1

P2
(1.9)

where Tv is the average virtual temperature between height levels h1 and h2 and H =

29.3 Tv is the scaled height. Water vapour is a minor constituent of the atmosphere, but

it plays a crucial role in the energy balance and transportation in the atmosphere. In

fact part of the energy coming from solar radiation can be stored as latent heat through

state transition to water vapour, and released during condensation. Latent heat transfer

typically takes place in the convection and advection motion. The amount of water

vapour in the atmosphere can be expressed through many different parameters. The

presence of water vapour in the atmosphere has been previously treated as vapour

pressure ew and its effect on the air density has been accounted through the virtual

temperature (Eq. 1.7).

Sometimes we refer to mixing ratio as the ratio between water vapour mass (mw)

and dry air mass (md):

r =
mw

md
=

εew
P − ew

(1.10)
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where ε is defined in Eq. 1.8. In the atmosphere the magnitude of r can range from a

few grams per kilogram at medium latitude to values of 20 g kg-1.

The ratio between the water vapour mass and the mass of total air is the specific

humidity q:

q =
mw

md +mw
' εew

P
(1.11)

Typical values of ew range from zero to a few hectoPascal, and values of P are of order

of hundreds of hectoPascal; therefore from Eqs. 1.10 and 1.11 it follows that the values

of r and q are nearly equivalent. The absolute humidity ρw is the concentration of

water vapour in air and is given by the mass of water vapour respect to unit of volume,

essentially a partial density:

ρw =
mw

V
' ew
Rw T

=
ew
P

ε ρd (1.12)

Any change of temperature or pressure involves a change in the volume of air, and

consequently in the absolute humidity value, not necessarily as a consequence of changes

in the content of water vapour.

The concentration of water vapour rarely exceeds the saturation level, a threshold

beyond which tends to condense very fast and to reach an equilibrium between con-

densation and evaporation. The saturation vapour pressure es varies with temperature

and can be expressed by the Arden Buck semi-empirical relationship:

es (Tc) = 6.1121 exp

[(
18.678− Tc

234.5

)(
Tc

257.14 + Tc

)]
(1.13)

where Tc is the temperature expressed in Celsius degrees.

When as a result of a temperature reduction the absolute humidity reach the sat-

uration level there is a condensation of the water vapour and the thermal value is the

dew point temperature. The dew point temperature is the threshold temperature at

which, at constant pressure, the air becomes saturated.

The Relative Humidity (RH) is the ratio between the actual mixing ratio and the

saturation mixing ratio expressed as percentage. Some relationship can be extracted

from the previous equations:

RH = 100
r

rs
= 100

ew
es

= 100
ρw
ρs

= 100
q

qs
(1.14)

The dew point is thus the temperature at which the saturation mixing ratio become

equal to the actual mixing ratio, so it holds:

RH = 100
rs(Td, P )

rs(T, P )
(1.15)

As a consequence, given the measurement of the dew point temperature Td (in Celsius),

a formula to compute the water vapour partial pressure is simply:

ew = 6.1121 exp

[(
18.678− Td

234.5

)(
Td

257.14 + Td

)]
(1.16)
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1.1.3 Profiles of atmospheric variables

The pressure exponential variation can be derived from Eq. 1.9, in function of the

geometrical height z that replaces the geopotential height h:

P (z) = P0 exp

[
− h
H

]
= P0 exp

[
− zRT

(RT + z)H

]
(1.17)

given the pressure measurement at surface level (P0). Atmospheric pressure decreases

with height, due to the fact that the height of overlying air column becomes gradually

smaller, and that in the upper layers the atmosphere is more rarefied. Therefore also

the vertical profile of air density exponentially decreases as a function of height. The

patterns of the vertical profiles of density and pressure are very similar. The previous

equations are used by meteorologists to estimate the height of pressure levels of the

atmosphere.

The temperature profile has a significantly different pattern compared to the pres-

sure one, with different behavior at different vertical layers, mainly due to the absorp-

tion emission characteristics of the sun-Earth-atmosphere system. The atmosphere

partially reflects, partially absorbs and partially is transparent to the radiation emit-

ted by the sun. The sun radiation reaching the Earth surface is again absorbed and

reflected and finally reemitted (Planck’s law) as infrared outgoing longwave radiation.

As previously mentioned the mean vertical profile of temperature is responsible of

the division of the atmosphere in five regions: troposphere, stratosphere, mesosphere,

thermosphere, exosphere. Between one layer and the contiguous one there are transition

layers respectively named: tropopause, stratopause, mesopause, thermopause.

In the troposphere the temperature decreases as a function of height, due to con-

vection of the air because it is mainly heated by the Earth surface emission. Height

gradient is limited by the convection phenomenon, when air expands and rises, to be

replaced by upper cooler air, which begins the process all over again. The vertical

thermal gradient is named lapse rate Γ (Γ = − dT
dz ). Considering an adiabatic process

lapse rate (i.e. assuming no heat transfer to or from air parcel), for an air parcel rising

adiabatically without condensation, the temperature change is associated to the dry

adiabatic lapse rate Γd = 9.8 K km–1. If we take into consideration the atmosphere

humidity, as the condensation of water vapour is a process associated to heat release,

the lapse rate significantly reduces. On average the atmospheric lapse rate is Γ ' 6.5 K

km–1. Sometime the lapse rate near the surface is negative; this phenomenon is known

as thermal inversion and can result from several causes, like subsidence phenomenon

when a large mass of warm air floats over a mass of colder air near the ground. From

the top of troposphere up to 20 km the temperature is constant to a value of about

220 K (tropopause). In the stratosphere the temperature increases again up to 50 km,

where the temperature value of about 273 K is reached. This temperature inversion is
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connected with virtually absence of vertical mixing. At a height of about 50 km the

high concentration of ozone layer is responsible of the strong UltraViolet (UV) radiation

absorption, with the consequent stratospheric warming. At this height (stratopause)

the temperature newly begins to decrease (mesosphere). The local minimum of tem-

perature (180 − 190 K) define the mesopause. The thermosphere is the seat of a new

temperature inversion, caused by the absorption of UV solar radiation, which origi-

nates the formation of ions (ionosphere). The last part of the atmosphere before the

cosmic vacuum is the exosphere. In the upper part of the atmosphere the air is so thin

that the few atoms and molecules are not enough to transfer any appreciable quantity

of heat. However, because of the high kinetic energy of molecules, the exosphere is

characterised by a kinetic temperature above 2000 K.

An example of profiles of atmospheric variables, given by a radiosounding measure-

ment is given in Fig. 1.2. It is compared with “1976 U.S Standard Atmosphere", an

idealised approximation of the average atmospheric conditions in function of geopoten-

tial height, used as reference. The equations to compute standard temperature and

pressure as a function of geopotential height are given in Eqs. 1.18, 1.19.



T = 288.15− 6.5 · h h ≤ 11 [km]

T = 216.65 11 < h ≤ 20 [km]

T = 196.65 + h 20 < h ≤ 32 [km]

T = 228.65 + 2.8 · (h− 32) 32 < h ≤ 47 [km]

T = 270.65 47 < h ≤ 51 [km]

(1.18)



P = 101.325 · (288.15/T )−5.255877 h ≤ 11 [km]

P = 22.632 · exp [−0.1577 · (h− 11)] 11 < h ≤ 20 [km]

P = 5.4749 · (216.65/T )34.16319 20 < h ≤ 32 [km]

P = 0.868 · (228.65/T )12.2011 32 < h ≤ 47 [km]

P = 0.1109 · exp [−0.1262 · (h− 47)] 47 < h ≤ 51 [km]

(1.19)

No standard definition is available for the water vapour profile, because of its high

variability in function of many parameter including height, horizontal and vertical

dynamics, position latitude season and time of the day. The comparison of pressure

show a very high similarity in the vertical profile values. The pressure in fact shows

relevant changes only in local values, specially in surface ones, not in the vertical
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Figure 1.2: Balloon observations vs. standard atmosphere model.Balloon measurement are
relative to Cagliari launch site on date 2011/01/07 at midnight.

pattern. The radiosonde temperature profile instead can differs a lot from the values

of the standard atmosphere model. In the represented case a temperature inversion

occurs near the surface level, this is quite evident in the showed profile, where the

temperature increases in the first kilometer. The real height of troposphere is greater

than 11 km with a minimum temperature value very lower than the standard one. Some

fluctuations occurs in the tropopause, and in the stratosphere, but the values tend to

converge to the model. Finally the observed water vapour pressure profile, shows a

typical indented vertical variability, which prevent to profitably model this variable.

As expected the concentration of water vapour is confined to the first kilometers of the

troposphere.

1.2 Ionosphere

1.2.1 Classification of the ionospheric layers

The ionosphere is formed as a result of ionising (UV and X-ray) radiation coming from

the sun; solar processes have effect in the photo-ionisation resulting in formation of ions

positively charged (N+
2 , O+

2 , O+, N+, NO+) and electrons. This ionisation strongly

depends on solar activity and produces clouds of free electrons, which have a high day
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variability, reaching maximum values in the first hours after local noon and minimum

values in the early hours after midnight. Considering the seasonal variation the iono-

sphere is usually more stable in temperate zones, while can considerably fluctuate closer

to the equator and the magnetic poles.

Figure 1.3: Typical electron density profiles of day and night in the ionosphere shown for low
and high index (R) of solar activity ([6]).

Historically different regions have been defined for ionosphere depending on their

chemical and physical composition, and their effects on radio signals at different fre-

quencies (see Fig. 1.3):

• D (50−90 km): the lower part of the ionosphere. Normally this region is present

only during daytime, when the sun activity and consequently the ionisation pro-

cess are maximum. The D region is sometimes further divided in the C layer

(with a maximum of ionisation at about 55 km) and D layer (with a maximum

of ionisation at about 65 km).

• E (90 − 150 km): It is formed by a local maximum of electron density. Both

the D region and the E region are characterised by a predominance of heavy ions

(O+
2 and NO+). It is present also during nighttime.

• F1 (150 − 200 km): mainly composed by light ions (NO+). This layer has

greater consistency during daytime and during summer, and almost vanishes

during nighttime in winter.
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• F2 (200− 1000 km) mainly composed by light ions (O+ and H+). It exhibits the

highest concentration of electrons. After the absolute maximum the ions density

decreases.

Above 1000 km a further ionised stratus (Protonosphere) is characterised by the

presence of H+ ions. The electron density of the protonosphere is almost constant from

day to night, but it is noticeably affected by the presence of magnetic storms.

1.2.2 Model of ionospheric electron density

The models of the electron density in the ionosphere can be classified in two major

groups: empirical and physical models. The first empirical models were developed to

compute the parameter f0F2, the critical frequency3 of the F2 layer, which is propor-

tional to the density of the peak electron density in the F2 layer.

Physical models include as forcing functions the main physical processes involved

in the creation of electrons and in the changes of electron density. Both empirical

and physical models are based on large dataset of ionospheric observations, and conse-

quently they have seasonal validity. The high day by day variability of the ionosphere

is very difficult to be predicted and modeled.

The most diffuse model of the ionosphere is the Klobuchar model, which is taken as

reference in the GNSS community also for its simplicity (only eight coefficients) so as to

be directly broadcasted into the navigation message. These coefficients are sufficient to

describe the global ionospheric status. Unfortunately they can be updated only once a

day. The model assumes that the content of electrons is concentrated in a shell at 350

km of height. The intersection of the receiver satellite ray path with this shell is called

Ionospheric Pierce Point (IPP) and it is used to account for the effects of ionosphere in

GNSS. The Klobuchar model takes advantage of the fact that the average local daily

behavior of the ionosphere can be easily expressed using only few terms. The daily

trend is then approximated by a cosine function fit with a maximum at 14:00 local

time (see § 1.4.3 for more details).

A different but more precise model of the Ionosphere has been developed (and it

is constantly updated) by the International Reference Ionosphere (IRI) working group

([7]). The IRI model is an empirical model based on the available data sources for

the ionospheric observation, as ionosondes, scatter radars, in situ instruments. For any

given location, time and date, IRI provides monthly averages of the electron density,

electron temperature, ion temperature, and ion composition in the altitude range from

50 km to 2000 km. As additional parameter, the Total Electron Content (TEC) is

provided. The TEC is the integrated vertical content of free electron in the ionosphere

3The critical frequency is the highest frequency of a signal transmitted vertically that will reflect
directly back to its transmission location.
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(i.e number of electrons for unit surface):

TEC =

∫
L
Nedl (1.20)

where Ne is the electron density and L is the signal travel path. The last developed

IRI model is the IRI-2007, described and freely available at [7]. An example of global

TEC map retrieved from IRI-2007 and regional observation of f0F2 is given in Fig. 1.4.

Figure 1.4: Global map of TEC ([8]).

The GNSS is very useful for the observation of the ionospheric TEC, as the nav-

igation signal coming from the satellite is influenced by the distribution of electrical

charges within the ionosphere. This interaction can be precisely modeled (§ 1.4.1)

and used to reconstruct with good approximation also the 3D distribution of electron

density in the ionosphere.

1.3 Effects of neutral atmosphere on radio signals

The main effects of troposphere in radio signal propagation are attenuation, scintilla-

tion, delay, bending. The present analysis is restricted on the effects that are directly

connected with the operating techniques of GNSS system. As satellite positioning tech-

niques are based on the travel time of the signal between the satellite and the receiver,

and ranging techniques, only the refraction effect (signal delay and bending) will be

considered and discussed in this work. Attenuation only concerns the amplitude of the

signal, leaving intact the signal travel time; when the amplitude of a satellite signal

at receiver level is below the MDS (Minimum Detectable Signal) of the receiver, the
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satellite is simply not tracked from the receiver, thus reducing the number of observa-

tions at that epoch. Fortunately anywhere at the Earth surface there are more than

5 or 6 satellite simultaneously on view, with the result that even in the unlikely event

of the loss of a satellite signal the system is anyway operating, and the receiver can

compute its position. The scintillation only affects signals at very low elevation angles,

with effects on amplitude and phase. The amplitude scintillation is a sudden amplitude

variation with similar consequences as attenuation, in the positioning operations. The

phase scintillation is a sudden (random) phase variation whose consequences in the

worst case may imply the loss of signal tracking, which technically is referred as cycle

slip, a jump in the GNSS carrier phase measurement (see [9] and [10] for more details).

Refraction is an effect on light or generally electromagnetic waves caused by tran-

sition from one medium to another, during propagation. It takes place with a double

effect on electromagnetic waves: the first is a deviation of the trajectory from a straight

line (bending) and the second is the speed change, namely a reduction, with respect

to the speed in the free space (slowing). Refraction in the atmosphere is “complicated”

by the continuous change of density of air, which decreases in function of height. The

problem is commonly addressed by means of the quantity called refractive index n of a

medium, which is linked to the speed of an electromagnetic medium propagating in it.

n =
c

v
(1.21)

where c is the speed of light in vacuum, and v is the speed of light in the considered

medium. The refractive index is introduced in the equation of propagation in space

and time of the electric field:

E(r, t) = E0e
i[n(r)k·r−ωt] (1.22)

where E0 is the electric field amplitude, n(r) the refraction index in function of the

position vector r = r(x, y, z), k the wave vector (|k| = 2π
λ ) , ω = 2πf the angular

frequency.

1.3.1 Refraction in troposphere

As the quantity given by the difference between refractive indexes respectively in the

atmosphere and in the vacuum (n−1) is generally less than 3 ·10−4, we use refractivity

instead of refraction index to directly scale the quantities to the values that consid-

erably affect the propagation mechanism. Refractivity is a quantity provided by the

relationship:

N = (n− 1)× 106 (1.23)

In the atmosphere the concentration of gases like nitrogen, oxygen, argon, carbon

dioxide is almost constant if compared with the water vapour concentration, whose
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variation are much larger (both in space and time). In general water vapour molecules

can give a very significant contribution on the refractivity of a signal, with a typical

signature due to their dipole moment, thus the most commonly used refraction index

formula is directly dependent on the concentration of water vapour.

The general formula used for the refractivity is:

N = K1
Pd
T
Z−1
d +K2

ew
T
Z−1
W +K3

ew
T 2
Z−1
W (1.24)

where:

K1; K2; K3 are empirical constants (see Table. 1.2)

Pd [hPa] is the partial pressure of dry air

T [K] is the temperature

ew [hPa] is the partial pressure of water vapour

Z−1
d is the inverse of compressibility factor of dry air

Z−1
w is the inverse of compressibility factor of water vapour

Compressibility factors (Z) are introduced to take into account non ideal behaviors

of gases, considering real gas relationship: PV = ZRT , given pressure P , volume V ,

universal gas constant R and temperature T. Their derivation is beyond the scope of

the present work, however the expressions for the compressibility are given by:

Z−1
d = 1 + Pd[57.97× 10−8(1 +

0.52

T
)− 9.4611× 10−4 Tc

T 2
]

Z−1
w = 1 + 1650

ew
T 3

[1− 0.01317Tc + 1.75× 10−4T 2
c + 1.44× 10−6T 3

c ] (1.25)

Tc is the temperature in Celsius. Pressure and density of dry and wet air are related

by the gas law:

Pd = ρd
R

Md
TZd

ew = ρw
R

Mw
TZw (1.26)

where:

R = 8.31434 kJ kmol–1 K–1 is the universal gas constant

Md = 28.9644 kg kmol–1 is the molar weight of dry air

Mw = 18.0152 kg kmol–1 is the molar weight of water vapour
Mw
Md

= 0.621977 ' 0.622 as defined in 1.8

By substituting these equations in the refractivity formula (Eq. 1.24), introducing the

total mass density ρT = ρd+ρw, the new coefficient K ′2 = K2−K1
Mw
Md

and developing:

N = K1ρT
R

Md
+K ′2

ew
T
Z−1
W +K3

ew
T 2
Z−1
W (1.27)

In literature there are different sets of values for the refractivity coefficients (K1,K2,K3),

which have been experimentally obtained and compared over the years. In table 1.2 a

list of the most diffuse values for these coefficients is given.
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Autors K1 [K hPa–1] K2 [K hPa–1] K3 105 [K2 hPa–1]
Smith and Weinthraub (1953) 77.607± 0.013 71.6± 8.5 3.747± 0.031

Thayer et al. (1974) 77.604± 0.014 64.79± 0.08 3.776± 0.004

Hasegawa and Stokesberry (1975) 77.600± 0.032 69.40± 0.15 3.701± 0.003

Bevis et al. (1994) 77.60± 0.05 70.04± 2.2 3.739± 0.012

Rüeger (2002) 77.6890± 0.0094 71.2952± 1.3 3.75463± 0.0076

Table 1.2: Survey of refraction index coefficients.

A simplified relationship used for refractivity in the computation of electromag-

netic wave propagation in troposphere can be obtained neglecting the second term

contribution and tuning the coefficients accordingly. An example is given by:

N =
77.6

T
×
(
P + 4810

ew
T

)
= 77.6

P

T
+ 3.732× 105 ew

T 2
(1.28)

Eq. 1.28 is not usable for our purposes of estimation of atmospheric parameters, due

to the inaccuracy of the estimation model whose relative error can reach 0.5%.

The refractivity can be seen as composed by two terms: the hydrostatic refractivity

Nh and the wet refractivity Nw:

Nh = K1ρT
R

Md
= 222.77ρT

Nw = K ′2
ew
T
Z−1
W +K3

ew
T 2
Z−1
W (1.29)

Correspondingly also the signal delay, as it is the integration of the total refractivity,

can be decomposed in two terms, called hydrostatic and wet delays respectively.

The origin of the name hydrostatic is due to the approximation (hydrostatic at-

mosphere) used during the processing of this component. Some details about the

processing algorithms used to retrieve the water vapour content starting from this two

delay components are given in next sections.

1.3.2 Hydrostatic component

The hydrostatic refractivity varies in function of atmosphere density following the for-

mula of Eq. 1.29. The Zenith Hydrostatic Delay (ZHD)4 can be expressed as:

ZHD =

∫ TOT

0
Nh(z)× 10−6 dz = 222.77× 10−6

∫ TOT

0
ρT (z) dz (1.30)

where Top Of Troposphere (TOT) is the upper limit of the portion of atmosphere where

this model of refractivity can be used. Theoretically the upper integration limit should

be the distance between the satellite and the Earth surface, but beyond the troposphere

refractivity as expressed by Eq. 1.24 is negligible and take over the ionospheric effects

(see § 1.4).

4Zenith stands for along the vertical path.
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Using the hydrostatic equation (Eq. 1.3) the surface pressure P0 can be expressed

as the integral of the product of the density ρ and the acceleration of gravity g from

the surface level (z = 0) to the top of the troposphere (z = TOT ):

P0 =

∫ TOT

0
ρT (z)g(z) dz = geff

∫ TOT

0
ρT (z) dz (1.31)

where:

geff =

∫ TOT
0 ρT (z)g(z) dz∫ TOT

0 ρT (z) dz
(1.32)

is the effective gravitational constant.

Defining:

G =
geff
9.784

= (1− 0.002626 cos(2lat)− 0.00028z0) (1.33)

where lat is the receiver latitude, z0 is the receiver height.

The hydrostatic delay can be expressed as:

ZHD = 222.77× 10−6 P0

9.784G
=

= 222.77× 10−6 P0

9.784(1− 0.002626 cos(2lat)− 0.00028z0)
(1.34)

with P0 expressed in Pascal.

1.3.3 Wet component

Similarly the Zenith Wet Delay (ZWD) can be derived from the wet refractivity formula

(Eq. 1.29):

ZWD = 10−6 ×
∫ TOT

0
Nw(z) dz = 10−6K ′2Z

−1
W

∫ TOT

0

ew
T

dz +

+ 10−6K3Z
−1
W

∫ TOT

0

ew
T 2

dz =

= 10−6Z−1
W

∫ TOT

0

ew
T 2

dz

[
K3 +K ′2

∫ TOT
0

ew
T dz∫ TOT

0
ew
T 2 dz

]
(1.35)

Following [11] the weighted mean temperature can be obtained from the formula:

Tm =

∫ TOT
0

ew
T dz∫ TOT

0
ew
T 2 dz

(1.36)

So the zenith wet delay can be rewritten as:

ZWD = 10−6Z−1
W

∫ TOT

0

ew
T 2

dz
[
K3 +K ′2Tm

]
=
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and using Eq. 1.36

= 10−6Z−1
W

[
K3 +K ′2Tm

] ∫ TOT
0

ew
T dz

Tm
=

= 10−6Z−1
W

[
K ′2 +

K3

Tm

] ∫ TOT

0

ew
T

dz =

= 10−6Z−1
W

[
K ′2 +

K3

Tm

]
R

Mw
ZW

∫ TOT

0
ρw dz =

= 10−6

[
K ′2 +

K3

Tm

]
R

Mw
IWV (1.37)

The Integrated Water Vapour (IWV) gives the total amount of water vapour that a

signal from the zenith direction would encounter. Precipitable Water (PW) is the IWV

scaled by the density of water and is referred to as the total atmospheric water vapour

contained in a vertical column of unit cross-sectional area, commonly expressed in

terms of the height to which that water substance would stand if completely condensed

and collected in a vessel of the same unit cross section. PW and IWV are generally

expressed as mm and kg m–2 respectively.

IWV =

∫ TOT

0
ρw dz = ρPW (1.38)

where ρ is the density of water. The direct formula to retrieve PW from the ZWD is:

PW = 106 × 1

ρ

Mw

R

1(
K ′2 + K3

Tm

)ZWD (1.39)

1.4 Effect of ionosphere on radio signals

The ionosphere interacts with electromagnetic waves differently depending on the fre-

quency. In the High Frequencies (HF) range (3 to 30 MHz) the ionosphere allows to

establish long range communications, mainly through the mechanisms of signal reflec-

tion. In fact all the signal at frequency below the so called plasma or critical frequency

(Eq. 1.50) of the ionosphere are reflected. Typical values of the ionosphere plasma fre-

quencies are on the range of 0.1 to 30 MHz. At lower frequencies the D region reflects

most of the electromagnetic radiation. By increasing the frequency the lower layer

become transparent and the electromagnetic waves are reflected by the higher shells,

typically the E and F regions at HF frequencies.

Because of the number of free electrons, the ionosphere and the overlying plas-

masphere (or protonosphere) behave as a dispersive medium that significantly af-

fect the propagation of high frequency signals. This also occurs at GPS frequencies

(fL1 = 1575.42 MHz, fL2 = 1227.60 MHz), where the most significant contribution is

generated within the regions F2 and the plasmasphere. The velocity of propagation

varies as a function of frequency; the modulating signal is delayed in proportion to
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the number of free electrons. The entity of that delay is (at first order) inversely pro-

portional to the square of the carrier frequency. Also the phase of the carrier has a

variation of the same amount but of opposite sign, which occurs as a phase advance.

Users interested in positioning must correct the pseudorange measurements tak-

ing into account for such delays. The most simple correction can be applied also for

single-frequency receivers operating at fL1, using a daily model of the ionosphere de-

lay (Klobuchar model [12]), whose parameters are broadcasted within the GPS signal

(see § 1.4.4 for more details). A second technique for dual frequency receivers measure

the signal at both frequencies, and, through a combination of measures of the times of

arrival of fL1 and fL2, a direct algebraic solution can be applied (§ 2.3.4)). A third tech-

nique uses a real-time update. It is an example of the system Wide Area Differential

GPS (WADGPS) that uses a network of local permanent stations conveniently located

and calculates the ionospheric delay (valid only locally) using differential techniques.

Eq. 1.22 is the general equation of a propagating electromagnetic wave and it is a

general solution of wave equation:

∇2E −
(

1

vp

)2 ∂2E

∂t2
= 0 (1.40)

where vp is is the speed of cycle wave, the phase velocity, defined as the ratio between

the angular frequency (ω) and the wave number (k):

vp =
ω

k
(1.41)

The phase velocity is not necessarily the speed at which energy or information propa-

gates, which instead is correctly given by the group velocity:

vg =
∂ω

∂k
(1.42)

By introducing the refraction index of the medium in which the wave propagates, as a

function of relative electric permittivity (εr) and relative magnetic permeability (µr):

n =
√
εrµr (1.43)

the propagation velocity of the phase of the wave can be expressed as a function of the

propagation velocity in the free space (c):

vp =
c

n
=

1
√
εµ

(1.44)

By comparison of Eqs. 1.41 and 1.44 it comes out that: ω = kc
n ; and the derivative

with respect to k is:
∂ω

∂k
=
c

n
− kc

n2

∂n

∂k
(1.45)

The first term of Eq. 1.45 is coincident with the definition of group velocity, so:

vg = vp

(
1− k

n

∂n

∂k

)
(1.46)
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Eq. 1.46 can be modified by considering the expressions: ∂n = − c
v2p
∂vp and ∂k =

−2π
λ2
∂λ. The result is the expression:

vg = vp − λ
∂vp
∂λ

(1.47)

In addition considering ∂λ
λ = −∂f

f , Eq 1.47 can be rewritten as:

vg = vp + f
∂vp
∂f

(1.48)

If the electromagnetic wave is propagating in the vacuum, the group and the phase

velocity are identical and are equal to the speed of light in the free-space. In such a

case the medium is called non-dispersive. If group and phase velocities are different,

the medium is said dispersive, as the ionosphere is, and two different indexes are intro-

duced for phase and group respectively, np and ng: vpnp = c; vgng = c.

Differentiating vp with respect to f : ∂vp = − c
n2
p
∂np

ng =
n2
p

np − f ∂np∂f
= n2

p

1

np

1

1− f
np

∂np
∂f

Using the Taylor expansion (1− x)−1 = 1 + x− x2 limiting at first order:

ng = np + f
∂np
∂f

(1.49)

The dispersive effects of the ionosphere give as effect differences between phase

and group velocities, and therefore different effects on the pseudorange and phase

observables (§ 1.4.3).

1.4.1 Refraction in Ionosphere

The most commonly used relationship for the refraction index in the ionosphere is the

Appleton-Hartree formula, with a validity restricted to a number of hypothesis.

Some hypothesis concern the properties of the signal which is assumed to be a plane

wave with small amplitude and simple harmonic; some other are on the properties

of the medium that is assumed electrically neutral, with charge distributed statically

and uniformly (density Ne) resulting in absence of space charges and influenced by an

uniform external magnetic field. In addition the electron collision probability is as-

sumed independent on the electron energy, the thermal motions of electrons is assumed

negligible (cold plasma).

n2 = (µ− iχ)2 = 1− X

1− iZ − Y 2
T

2(1−X−iZ) ±
[

Y 4
T

4(1−X−iZ)2
+ Y 2

L

] 1
2

(1.50)

where:

µ and χ are the real and imaginary component of the refraction index respectively,
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X = Nee2

4π2ε0mf
=
(
fp
f

)2

YT = eµ0HT
2πmf = fH sin θ

f

YL = eµ0HL
2πmf = fH cos θ

f

Z = ν
2πf

being:

ε0 = electric permittivity of free space = 8, 854× 10−12 F m–1

µ0 = magnetic permeability of free space = 4π × 10−7 H m–1

e = electron charge = −1, 602× 10−19 Coulomb

m = electron mass = 9.107× 10−31 kg

f = signal frequency [Hz]

Ne = electron density [electrons m−3]

fp =
√

Nee2

4π2ε0m
plasma frequency [Hz]

H = geomagnetic field amplitude [A m–1], subscription T and L are referred to

transversal and longitudinal component of the field respect to the propagation

direction

ν = electron collision frequency varying in function of the electron distribution (for

example at a level of 100 km ν = 1, 75× 103 Hz)

fH = gyrofrequency, the measurement of interaction between electrons moving in a

circular motion in the ionosphere and the magnetic field with energy dispersion;

more the frequency of the signal is close to the gyrofrequency of the electron,

more is the energy absorption. fH is of the order of 1.4MHz.

θ = angle between magnetic field vector and the wave direction

± provide different solutions for the complex refractive index, depending on wave

modes5

5In an unmagnetised plasma an electromagnetic wave behaves simply as a light wave modified by
the plasma medium. In a magnetised plasma on the contrary the situation is different and we can have
two wave modes perpendicular to the field, the O and X modes, and two wave modes parallel to the
field, the R and L ones. For propagation perpendicular to the magnetic field (k ⊥ H0), the ’+’ sign is
due to the “ordinary” (O) mode and the ’-’ sign due to the “extraordinary” (X) one. For propagation
parallel to the magnetic field (k ‖ H0), the ’+’ sign is due to a left-hand circularly polarised mode (L),
and the ’–’ sign due to a right-hand circularly polarised mode (R).
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In Eq 1.50 the square of the refraction index and consequently the real part of the

refraction index is less than one. Therefore the phase speed is greater than the light

speed on the free space. This does not violate the principles of special relativity, as

the speed of signal is the group velocity which, as seen in the previous paragraph, will

be different from the phase velocity, and it will remain always lower than the speed of

light in the vacuum.

1.4.2 Refraction index approximations

Some approximation can be made to simplify Eq. 1.50. If the electron collision fre-

quency is negligible with respect to the signal frequency (f � ν), the term Z can be

neglected (Z ' 0), we have:

n2 = 1− X(1−X)

1−X − 1
2Y

2 sin2 θ ±
[

1
4Y

4 sin4 θ + Y 2 cos2 θ(1−X)2
] 1
2

(1.51)

where Y = fH
f . Considering that the X e Y at GNSS working frequencies are very

small (X < 4, 4× 10−5) and (YT , YL < 1× 10−3), the denominator of the fraction can

be developed using Taylor expansion:

n2 = 1−X(1−X)×

×

{
1 +X +

1

2
Y 2 sin2 θ ∓

[
1

4
Y 4 sin4 θ + Y 2 cos2 θ(1−X)2

] 1
2

+ ....

}
(1.52)

Neglecting terms less than 10−9, and developing the term within the square brackets,

we obtain:

n2 = 1−X(1−X) [1 +X ∓ Y cos θ] (1.53)

Developing and newly neglecting terms less than10−9, we can write:

n =
√

1−X ±XY cos θ (1.54)

Using the Taylor expansion
√

1−A = 1− A
2 + A2

8 + o(A2) and neglecting again terms

less than 10−9, we finally have:

n = 1− X

2
±XY cos θ − X2

8
(1.55)

Eq 1.53 gives the same result of Eq 1.50 making the hypothesis of propagation lon-

gitudinal with respect to terrestrial magnetic field (sin θ � 1), but in this case no

assumption has been made on the direction of the magnetic field vector and the signal

propagation.

Eq 1.55 is dependent on the terrestrial magnetic field (term Y ) and needs a model

of magnetic field to be used. Limiting the expansion to first order, the model accuracy

decreases, but we can verify that it is in any case better than 1 %:

n = 1− X

2
= 1− 1

2

Nee
2

4π2ε0m

1

f2
(1.56)
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The first order approximation is the most used because a standard dual frequency

receiver allows to correct ionosphere delay (§ 2.3.4). However there are some other

more precise approximations of the ionosphere refractive index, as an example here a

formula of the refraction expressed as a power series (see [4] for more details):

n = 1 +
c2

f2
+
c3

f3
+
c4

f4
+ ... (1.57)

1.4.3 Group delay and phase advance

Eq 1.56 can be rewritten as:

np = 1− A

f2
(1.58)

where: A = Nee2

8π2ε0m
. Using Eq 1.49 we obtain:

ng = 1 +
A

f2
(1.59)

Eqs. 1.58 and 1.59 give the approximation of the signal phase and group refractions in

the ionosphere respectively. Expressing in terms of time delay (group delay and phase

advance), we have:

Group Delay =
1

c

∫
L

(ng − 1)∂l =
1

c

∫
L

A

f2
∂l (1.60)

Phase advance =
1

c

∫
L

(1− np)∂l =
1

c

∫
L

A

f2
∂l (1.61)

This two terms have the same value. They are usually denoted by ∆TIon(f). The

A term has constant value varying the frequency, and depends on the free electron

content, on the ionospheric portion travelled by the GNSS signal.

∆TIon(f) =
B

f2
(1.62)

where B is the integral of the term A along the signal path divided by the velocity of

light in the vacuum, and therefore it is constant varying the frequency.

Introducing the expression of Eq. 1.20 in Eq 1.62 the constant B can be expressed

in function of TEC:

∆TIon(f) ' C × TEC

f2
(1.63)

where the constant value of C = e2

8cπ2ε0m
' 40.28. Considering higher order approxi-

mations (e.g Eq. 1.57) the terms become:

∆TIon(f) ' C × TEC

f2
+
S

f2
+
R

f3
(1.64)

where S = 7527
2 c

∫
LNeH‖ cos θ‖dl andR = 2437

3

∫
LN

2
e dl+

4.74
3 1022

∫
LNeH

2(1+cos2 θ)dl.
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1.4.4 Ionospheric delay computations in single frequency receiver

The value expressed in Eq. 1.62 can be computed with very high precision using both

GNSS frequency and taking advantage of the dispersive properties of the ionosphere

(§ 2.3.4). If a dual frequency receiver is not available, the ionosphere delay at the

fL1 frequency can be estimated using the broadcasted parameters of the Klobuchar

model. The slant ionosphere delay is computed in function of the vertical delay, due

to the electron density at the IPP, by using an obliquity factor. The daily variability

is modeled by using a cosine fit function:

∆Tiono = F ×
{
DC +A cos

[
2π

(t− φ)

P

]}
(day)

∆Tiono = F × {DC} (night) (1.65)

where F is the slant factor used to correct with respect to the zenith value by using

the elevation θe of the satellite receiver direction (F = 1.0 + 16.0× (0.53− θe)3), DC is

the offset term (DC = 5× 10−9sec); φ is the phase of the peak (14:00 local time 50400

sec). The values of A and P are:

A =

4∑
n=0

αnlon
n
m

P =

4∑
n=0

βnlon
n
m (1.66)

αn and βn are the coefficients broadcasted in the GPS navigation message and lonm
is the geomagnetic latitude, computed as follows, starting from the geodetical latitude

(lonu) and longitude (latu), the elevation (θe) expressed as semicircles6 and the azimuth

value (θa). As first step the Earth-centred angle (semicircles) is computed:

ψ =
0.0137

θe + 0.11
− 0.022 (1.67)

Then the latitude (loni) of the IPP is :

loni = lonu + ψ cos θa (1.68)

If loni > +0.416 then loni = +0.416. If loni < −0.416 then loni = −0.416 The

longitude of the IPP is:

lati = latu +
ψ sin θa
cos loni

(1.69)

Finally the geomagnetic latitude is:

lonm = loni + 0.064 cos(lati − 1.617) (1.70)

The local time at the IPP is:

t = 4.32× 104lati +GPStime (1.71)

If t > 86400 then t = t− 86400. If t < 0 then t = t+ 86400.
6The semicircle measurements unit is used because the broadcasted coefficients contain the semi-

circle unit.
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1.5 Bending effect in the atmosphere

The refraction of an electromagnetic signal occurs with two main effects: the slow-

ing effect discussed in the previous chapters; and the change of propagation direction

described in this chapter. The two terms can be analytically divided starting from a

general definition of the delay (δt) of signal traveling through a given medium, with

respect to the straight propagation in the vacuum:

δt =

∫
L

1

v(l)
dl −

∫
G

1

c
dl =

=

∫
G

n(l)

c
dl +

∫
L−G

n(l)

c
dl −

∫
G

1

c
dl = (1.72)

=
1

c

∫
G

[n(l)− 1]dl +

∫
L−G

n(l)

c
dl =

where L is the optical path of the signal, G is the geometrical distance, v and c the

signal speed in the medium and in the vacuum respectively. In Eq. 1.72 the first term

is the effect introduced by the slowing, the second term is the bending effect. This two

effects are present both in troposphere and in ionosphere. As the ionosphere signal delay

(Eq. 1.62) can be directly computed by using a combination of the two GNSS signal

frequencies, and the resulting value includes both terms only the troposphere bending

must be taken into account. The only contribution that would remain to consider would

be the difference of the optical paths at the two frequencies, used when the ionosphere

delay is computed (§ 2.3.4), but this is negligible, especially if we consider elevation

angles greater than 15− 20 deg (see for instance [13]).

Assuming a vertically stratified atmosphere with a radial symmetry, the bending

affecting a radiowave signal can be computed by applying the Snell’s Law for each layer.

Starting from the classical formulation of the Snell’s Law valid for a planar geometry,

with reference to Fig. 1.5:

ni sinαi = ni+1 sinαi+1 = ni sinψi (1.73)

By considering a spherically layered atmosphere geometry and applying the sine law

to the triangle MPiPi+1
7 the following formula is obtained:

ri
sinψi

=
ri+1

sin(π − αi)
=

ri+1

sinαi
(1.74)

By expressing sinψi = ri+1

ri sinαi
from Eq. 1.74 and substituting in Eq. 1.73 the Snell law

in polar coordinates (also known as Bouguer’s formula)

n(r)r sinα(r) = constant = a (1.75)

where r is the distance from the centre of massM of the Earth, α(r) is the angle between

the direction of r and the tangent to the raypath, n(r) is the index of refraction at r.
7The arc PiPi+1 in the layer ni is aprroximated as a straight path.
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Both n and α change only in function of the ray r according with the spherical symmetry

hypothesis. The a constant can be determined by considering r0 = Rmax over the top

of the troposphere, where the refraction index n is reasonably approximated by 1, and

the α angle is given by the geometry of the system satellite-receiver.

Figure 1.5: Geometry for the Snell’s Law: planar (left panel) and spherical (right panel)
([14]).

Figure 1.6: Infinitesimal optical path.

In order to compute the bending effect, the difference between the optical path of

the signal in the atmosphere and the geometric distance (i.e the optical path for a signal

traveling in the vacuum) must be evaluated. From Fig. 1.6 it can be easily deduced that

dl =
√
dr2 + r2dθ2 and dr = dl cosα. Combining it with the trigonometric relationship:

cosα =
√

1− sin2 α, and considering Eq. 1.75, it can be obtained:

dl =
rn(r)√

r2n2(r)− a2
dr (1.76)
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The signal optical path is given by the integral of Eq 1.76 between r = re (Earth radius

at the receiver) and the r = rTOT (height of the troposphere).
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Chapter 2

The GNSS

2.1 The GPS satellite navigation system

Satellite navigation represents the last done step in the evolution of navigation, started

from celestial observation used by ancient sailors and come down to the use of radio

signals transmission and detection. Satellite navigation was born in the early 1960s by

an initiative of U.S. Navy with the aim of creating a system for precise navigational

purposes. The system was called Navy Navigation Satellite System (NNSS) or, more

commonly, TRANSIT and was developed by Johns Hopkins Applied Physics Labora-

tory (APL) that starting from data coming from the first artificial satellite Sputnik I

(Russian satellite) showed a method to track the satellite orbit using the doppler signal

coming from the satellite and detected from known points on the Earth surface. The

inversion of the problem led to the first satellite radio navigation system able to deter-

mine the position of the user by knowing the doppler shift of satellite signals and orbital

parameters. The TRANSIT navigation system was developed for military purposes,

mainly for submarine navigation. After the experience of TRANSIT, during the TIMA-

TION (TIMe/navigATION) program of Naval Research Laboratory’s (NRL’s) Naval

Center for Space Technology (NCST) the satellites where equipped with accurate oscil-

lators (quartz oscillator in the initial project phase and atomic clocks in the final one)

controlled and synchronised by ground master stations. The program, which started

in 1967 and proved that a system using a passive ranging technique, combined with

highly accurate clocks, could provide the basis for a new and revolutionary navigation

system with three-dimensional coverage (longitude, latitude, and altitude) throughout

the world. The results of the TIMATION program gave the basis for the development

of the first satellite-based passive radio navigation system, the Navigation System with

Time and Ranging (NAVSTAR), known as GPS. The GPS functioning principle in

a nutshell is the following: when all satellite transmitters and the receiver are time

synchronised, knowing the position and the signal transmission time (contained in the

satellite signal) relative to three or more satellites, it is possible to analytically set and

solve a system of three equations with the receiver coordinates as unknowns. The equa-

33
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tions system is the result of a linearization process, as shown in § 2.3. For cost saving,

the GPS receivers are not equipped with atomic clocks, so they aren’t synchronised

with the satellites; the time is thus introduced as further unknown and at least four

satellite are needed to set and solve a system of four equations.

The GPS design started in 1973 and the system became fully operational in 1993.

The main services provided by the GPS system are user position and speed vector

determination and the time synchronisation of the global scale. The GPS system has

been designed and developed from U.S. military departments for military and civilian

users but the performance of the system can be degraded for reason of military safety,

using the so called “Selective Availability” (SA). Since May 1th 2000 the SA has been

turned off, and the full precision of GPS system is available for all GPS users.

The architecture of the system is composed by space segment, control segment and

users segment.

The space segment is the constellation of satellites, each sending a signal modu-

lated with a code (unique and different for each satellite) combining information on

time synchronisation and space vehicle position determination.

The Operational Control Segment (OCS) performs the tracking of space vehicles

computing, monitoring and adjusting their position, the monitoring of space vehicle

clock offsets and drifts in order to maintain synchronisation among the satellite clocks,

and finally the updating of the navigation signal sent by the satellites. The control

segment is composed by the Master Control Station (MCS) and five Monitor Stations

(MS), some of them equipped with Ground Antennas (GA).

The User Segment consists of the final users of the GPS system. The hardware of

user receivers detect the GPS satellite signals and give the position by means of the

installed software.

The GPS system is designed to contemporarily provide two different services: Stan-

dard Position Service (SPS) and Precise Positioning Service (PPS), by equipping the

system with two different type of signal sent by the satellites, called coarse (or clear)

acquisition (C/A) code and precision (P) code respectively.

The system is designed to ensure the correct positioning in every place on the Earth.

Positioning, as explained above, is possible where at least four satellites of the constel-

lation are visible from the user position. The GPS system allows the user to receive

simultaneously data from more than four satellite (up to ten in some cases). This re-

dundancy is essential when the computation is not limited to the four unknowns which

constitute the space-time position, but involves the other uncertainties: the bias and

offset given by noise sources.
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2.2 GPS constellation

2.2.1 Space segment structure

The Space Segment consists of the GPS satellite constellation. The minimum number

ensuring the proper system working is 24, but a number of backup satellites increase

the efficiency of the system. At the moment (2013) there are 31 operational satellites.

The satellites move on 6 orbital planes, each of them containing at least 4 slots where

satellites can be arranged equidistantly. The orbital planes have an inclination of 55

degrees with respect to the equatorial plane and are rotated in the equatorial plane by

60 degrees against each other. This geometry ensures total global coverage so that at

least four satellites are simultaneously visible, any time and from any place, allowing

to take advantage of the positioning service. The GPS orbits are Medium Earth Orbit

(MEO), near circular, with a radius of about 26560 km, resulting in an eight of 20200

km above the mean Earth surface. The revolution time is half a sidereal day, precisely

corresponding to 11 hours and 58 minutes. The speed of GPS satellites is about 3.9

km s–1.

2.2.2 Brief history of GPS constellation

The constellation of first generation (block I) GPS satellites, consisting in 10 satellites

was launched from 1978 to 1985. These satellites were experimental and are unused

since many years. This series of satellites had an orbit inclination of 63 degrees against

the equator. They constituted the GPS Demonstration system and reflected various

stages of system development. The satellite weight was 850 kg and one cesium and two

rubidium atomic clocks were on board of the space vehicles.

The second generation (block II), made of 9 satellites constellation was launched

from 1989 to 1990 to provide 14 days of operation without contact from the Control

Segment (CS). The following generation of satellites (block IIA), consisting of 19 satel-

lites, was launched between 1990 and 1997. These satellites were designed to provide

180 days of operation without contact from the control segment. During the 180 day

autonomy, degraded accuracy was evident in the navigation message. The block II and

IIA satellites are equipped with two rubidium and two cesium atomic clocks and the

weigh is more than 1500 kg. They have the Selective Availability (SA) and Anti-Spoof

(A-S) capabilities.

When the GPS system became operational in 1993 the constellation of 24 satellites

was composed of block I/II/IIA. Then, 12 satellites of block IIR where successfully

launched between 1997 and 2004. They were called "Replenishment" satellites. Each

satellite weights 2030 kg at launch and 1080 kg once on orbit. An important innovation

was the capability of autonomously navigate (AUTONAV) themselves, by creating the
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50 Hz navigation signal. This includes the ability to determine its own position by

performing inter-satellite ranging with other IIR space vehicles.

Further 8 satellites were launched between September 2005 and August 2009, mak-

ing the IIR-M (Modernisation) block. Their capabilities include developmental military-

use-only M-code on the L1 and L2 signals and a civil code on the L2 signal, known as

the L2C signal.

Both block IIR and block IIR-M are equipped with three rubidium atomic clocks.

Their extreme precision with a drift of ±1 second in 1 million years, is absolutely nec-

essary for the functioning of the system, as shown later.

The last generation of on orbit GPS satellites is the block IIF, the first launch was

in May 2010, and at the moment of this work only three space vehicle of block IIF

were launched. These satellite are functionally equivalent to the IIR/IIR-M satellites

and pave the way towards operational M-code and L2C signal. The improvement in-

troduced by this satellite generation involves converting the GPS cesium clocks from

analog to digital. Block IIF also adds a new separate signal for civilian use, designated

L5 at the frequency of 1176.45 MHz. These two codes mark in the facts the transition

to the GPS III era.

2.2.3 The future GPS III

GPS III block, will give new navigation warfare (NAVWAR) capabilities to shut off

GPS service to a limited geographical location while providing GPS to US and allied

forces. The new system will offer significant improvements in navigation capabilities by

improving interoperability and jam resistance. The modernisation will be characterised

by new navigation signal:

• The M-code is transmitted in the same L1 and L2 frequencies already used by the

previous military code, the P(Y) code. It is designed to be autonomous, meaning

that users can calculate their positions using only the M-code signal. It will be

broadcasted from a high-gain directional antenna, in addition to a wide angle

(full Earth) antenna, with the consequent possibility to highly improve at a very

selective local scale the positioning performances, doubling the signals detected

from the satellites. The IIF block satellite payload is not equipped with the the

high gain antenna.

• The civilian L2 (L2C) signal an easy-to-track signal, providing improved accuracy

of navigation, and acting as a redundant signal in case of localised interference.

The immediate effect of having two civilian frequencies being transmitted from

one satellite is the ability to directly measure, and therefore remove, the iono-

spheric delay error for that satellite. It is transmitted by all block IIR-M and
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following satellites.

• The Safety of Life (L5) signal, a civilian-use signal, broadcasted on the L5 fre-

quency (1176.45 MHz), implemented since the first GPS IIF launch (May 2010).

• The further L1 civilian-use (L1C) signal, to be broadcasted on the same L1 fre-

quency (1575.42 MHz) that currently contains the C/A signal used by all current

GPS users. The L1C will be available with first Block III launch, currently sched-

uled for 2014. The L1 signal will be interoperable with Galileo satellite navigation

system.

• A further frequency (L4) will be available at 1379.913 MHz and will be under

study for additional ionospheric corrections.

All these new signals will be transmitted with increased power and wider bandwidth

and will ensure improvements on the services which they drive. The full operational

constellation will consist of 32 satellites.

A new feature of the GPS III system will provide information about worldwide

localisation of signals nuclear detonations, the Nuclear Detonation (NUDET) Detection

System (NDS) payload. The NDS nuclear burst detectors will give capability to detect,

locate, and report any nuclear detonations in the Earth’s atmosphere, near space,

or deep space in near real-time. The service will use optical, x-ray dosimeters, and

ElectroMagnetic Pulse (EMP) detectors. The optical sensor measures atmospheric light

signatures and their location. The EMP sensor measures atmospheric EMP phenomena

to provide improved location accuracy and profile data. The X-ray sensor measures

the exo-atmospheric X-ray spectrum while the dosimeter measures high energy proton

and electron activities. GPS/NDS collects, processes, stores, and formats event data

for transmission via an L3 communications link (1381.05 MHz). In addition, fixed site

ground operators can command S-band memory read-outs of NDS data. The NDS

payload, called Global Burst Detector (GBD), has been on board of satellites since

Block IIA, with continuous evolution in subsequent satellite generations.

2.2.4 Satellite instruments

All satellites are equipped with dual solar arrays supplying over 400 W and charge-

able NiCd batteries. A S-Band communication link (2227.5 MHz) is used for control

and telemetry. An Ultra High Frequency (UHF) channel provides cross-links between

spacecraft. A propulsion system is used for orbital correction. The payload includes

two L-Band navigation signals at 1575.42 MHz (L1) and 1227.60 MHz (L2), locally

generated starting from precise atomic oscillators. The satellite payload includes an

antenna able to send a Right-Hand Circularly Polarised (RHCP) signal.
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In the actual generation of satellite and status of the art of the instruments, the

employment of latest technologies is able to give a growing resistance to jamming;

the hardware is provided with reprogrammable processors that can receive software

uploads, to improve the system versatility. The improvement involves converting the

GPS cesium clocks from analog to digital processor-controlled cesium clocks continu-

ously optimising their performance by adjusting internal parameters and compensating

for environmental effects. They will also perform self-checkout diagnostics. The current

analog clocks are optimised during manufacturing. Over the years, with the increasing

age of components, the clock performance becomes less predictable and the output fre-

quency of the clocks varies with changes in temperature or in the magnetic field. The

digital cesium standard represents the next step in the evolution of frequency standards

in space and promises to result in better accuracy for military and civilian GPS users.

2.2.5 Transmitter and receiver clock stability

As discussed before the most important factor for the correct mode of operation in

the GPS system is the clock accuracy and the synchronisation capability between all

the satellites. The clock reference and the clock offset parameters are also included in

the navigation message, because the receiver clocks are not synchronised with satellite

ones.

The core of the satellite payload is all along the atomic oscillator. Currently all

satellites are provided by two Rubidium and two Cesium atomic clocks. One of these

atomic standards is designated as primary and serves as timing reference on board of

the space vehicle for navigation signal generation and transmission. These extremely

accurate GPS atomic clocks must keep time to within a few nanoseconds a day and

they must be synchronised each other. Despite the extreme precision, if the satellite

clock drifts and offsets aren’t take into account the resulting error in the positioning

can become quite large. Furthermore the correction cannot be applied to the satellite

clock, therefore drifts and clocks add up reaching values which must be known for the

proper functioning of the system. The MCS of Colorado Springs collects all satellite

data received by all the control segment stations; some advanced models and software

allow to predict and compute future orbits and the parameters to refer the satellite

clock to GPS reference time. The satellite clock correction is done by including in the

navigation message the coefficient of a second order polynomial interpolation:

te = a0 + a1(t− tr) + a2(t− tr)2 (2.1)

where: a0, a1, a2 are the polynomial coefficients, te is the estimated (corrected) time, tr
is the reference time for the parameters computation, t is the uncorrected time. These

parameters are uploaded to the satellites for realtime broadcasting, providing the real
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time positioning and timing services. The stability and accuracy of a clock is often

presented in terms of Allan variance ([15]):

σ2
A =

1

τ2

[〈
φ(t+ τ)2

〉
− 2 〈φ(t+ τ) · φ(t)〉 +

〈
φ(t)2

〉]
(2.2)

where: σ2
A(τ) is the Allan variance, τ is the averaging time [s], φ(t) is the clock signal

phase [rad] at time t, 〈〉 indicates an infinite time average.

Following the Institute of Electrical and Electronic Engineers (IEEE) standard defi-

nitions ([16]), the Allan variance also called two-sample variance is computed using a

finite series of samples. Being tk the generic sampling time and using the definition:

ȳk =
φ(tk + τ)− φ(tk)

τ
(2.3)

we write the Allan variance based on N samples:

σ2
A(τ) =

1

2(N − 1)

N−1∑
k=1

(ȳk+1 − ȳk)2 (2.4)

Clock stability is usually expressed in terms of the Allan deviation, σA(τ) (the square

root of the Allan variance). The most common oscillators available are quartz, rubidium

cell, cesium beam, and hydrogen maser. Table 2.1 and Fig. 2.1 show the typical stability

and thus accuracy through σA(τ) that can be expected from each oscillator.

τ = 1 second τ = 1 day τ = 1 month
Quartz 10−12 10−9 10−8

Rubidium 10−11 10−12/10−13 10−11/10−12

Cesium Beam 10−10/10−11 10−13/10−14 10−13/10−14

Hydrogen Maser 10−13 10−14/10−15 10−13

Table 2.1: Typical Oscillator Stabilities [17].

Quartz oscillators show an Allan deviation of 10−12 over short periods of about one

second to one minute. This is comparable to a cesium beam and better than a rubidium

cell over short periods. In the longer term, for instance a day or a month, quartz

oscillators perform much worse than atomic standards. The stability of a hydrogen

maser is about an order of magnitude better than the cesium beam for periods of up

to one day. This very high short term accuracy and stability of quartz oscillators make

them very usable in GPS receivers for positioning purposes requiring high receiver clock

precision during the signal travel from satellite to ground station, and without need of

synchronisation with GPS reference time.

2.3 GPS signal

The GPS signal is created on board of the space vehicle. Two frequency are included

to allow for ionosphere delay computation and elimination. The carriers are in the L
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Figure 2.1: Typical Allan deviations of Cesium clocks and quartz oscillators, plotted as a
function of averaging time τ . [18].

band (1 to 2 GHz) and originate from a common local oscillator fundamental frequency

f0 (nominally 10.23 MHz) by using Phase Locked Loop (PLL) frequency multipliers.

Therefore the carrier signals (L1 and L2) are coherent with the same frequency clock:

L1 = f0 × 154= 1575.42 MHz

L2 = f0 × 120 = 1227.60 MHz

The GPS carriers are modulated by signals which identifies univocally the transmitting

satellite and provides information about its position. Three code types modulate the

carrier signals (Fig. 2.2):

• The C/A code is the basis of the SPS. It is a bi-phase (+1,−1) signal 1023 chips

long. The chip rate is 1.023 Mchip s–1, resulting in about 1 µs time length of each

chip. The entire C/A code has the length of 1 ms. The spectrum of the signal (a

square wave) is a sinc function with a null to null bandwidth of 2 MHz.

• The P code, or Y code when the encryption of A-S system is activated1, is a

bi-phase (+1,−1) very long code, with a repetition time of 266 days (38 weeks).

The chip rate is 10.23 Mchip s–1. The whole P code is divided in 38 segments,

each of them is 7 day long. Each segment is assigned to a satellite. Also this

signal is a square wave and the spectrum bandwidth is 20 MHz.

• Finally the navigation data message (D) code with a bit rate of 50 bps, each

bit is 20 ms long. It’s a bi-phase (+1,−1) signal. The navigation code include

satellite ephemeris, time information, clock synchronisation parameters. All these
1The Anti-Spoofing mode is an encryption of the P code to create the Y code. The decryption of

the Y code requires the use of an A-S module for each channel in the receiver and can be implemented
only from authorised user.
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parameters are required during the process of position determination.

Figure 2.2: Scheme of the GPS satellite signal structure [19].

The transmitted signals in the two frequencies, SL1 and SL2 respectively, can be

analytically written as:

SL1 = APP
k(t)Dk(t) cos(2πf1t+ φ) +ACC/A

k(t)Dk(t) sin(2πf1t+ φ)

SL2 = APP
k(t)Dk(t) cos(2πf2t+ φ) (2.5)

where:

AP is the amplitude of the P code,

P k(t) is the precision code (± 1) for the k − th satellite,

Dk(t) is the navigation code (± 1) for the k − th satellite,

AC is the amplitude of the C/A code,

C/Ak(t) is the coarse acquisition code (± 1) for the k − th satellite,

φ is the initial phase of the signal.

The GPS signal is a phase-modulated signal with modulating signals (C/A and P

codes) varying between 0 and π; this type of phase modulation is referred to as Binary

Phase Shift Keying (BPSK). C/A and P codes are in quadrature in order to allow the

receiver to have a best detection of the signal.

The code signals can reach a minimum power level of −130 dBm and the spectrum

is spread, so they cannot be detected from a spectrum analyser. The Spread Spectrum

Modulation (SSM) is used to transmit the signal and the use of the Code Division

Multiple Access (CDMA) allows to use the same band portion and the same centre

frequency for all the signals transmission. The codes (C/A and P) relative to different
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satellites are orthogonal: their cross correlation and their autocorrelation, computed

for a non-zero shift delay, are very low. The autocorrelation function has a strong peak

when the shift delay is zero, so that the receiver can correctly reconstruct the signal and

retrieve all information (Fig 2.3). Often these codes are referred as Pseudo Random

Noise (PRN), because the white noise has an autocorrelation function with the same

properties. At the receiver level, the same code must be generated for each satellite in

order to acquire any individual signal.

Figure 2.3: PRNs autocorrelation (a) and crosscorrelation (b) examples [20].

Also the receiver antenna must be RHCP to achieve the maximum efficiency in

detecting signal.

2.3.1 Pseudorange measurements

The signal travel time is the time employed by the signal transmitted at time tij by the

i-th satellite2 to reach the j-th receiver at time tj ; the receiver provides the travel time

by computing the time shift needed to align the code received from satellite at time tj
with a replica generated at the same time in the receiver. The quantity obtained by

multiplying this measurement by the GPS reference speed of light (299792458 m s–1) is

called pseudorange. The prefix “Pseudo” is due to the error sources that make different

this quantity to the actual receiver satellite distance. The main error sources can be

2The transmission time is normally computed subtracting the pseudorange (travel time of the
signal) from the instant of signal reception. For this reason it is related both to the i-th satellite
sending time and to the j-th receiver reception instant ((tij).
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analytically exploited in the following formula:

ρij(tj , f) = Rij(tj) + c[εrj(tj)− εis(tij) + ∆T iSat(t
i
j , f) + ∆T iT rop j(tj) +

+ ∆T iIon j(tj , f) + ∆T iRel(t
i
j) + ∆T iOrbit(t

i
j) +

+ ∆TRic j(tj , f) + ∆T iMulti j(tj , f)] (2.6)

where:

ρij(tj , f) is the pseudorange measured by the j-th receiver at time tj relative to the

i-th satellite at the frequency f (L1 or L2);

Rij(tj) is the geometric distance between the i-th satellite position at time tij of signal

transmission and the j-th receiver position at time tj ;

εrj(tj) is the j-th receiver clock shift due to the synchronisation error at time tj ;

εis(t
i
j) is the i-th satellite clock shift due to the synchronisation error at time tij ;

∆T iSat(t
i
j , f) is the satellite instrumental delay introduced by the i-th satellite at time

tij of signal transmission. It is dependent on the frequency of the signal. Different

frequencies have different channel in the transmitter. It is referred to as TGD
(Group Delay);

∆T iT rop j(tj) is the delay introduced by the signal propagation into the troposphere,

with respect to the free space propagation;

∆T iIon j(tj , f) is the delay introduced by the signal propagation into the ionosphere,

with respect to the free space propagation. It is frequency dependent;

∆T iRel(t
i
j) is the relativistic effect on the i-th satellite at time tij .

∆T iOrbit(t
i
j) is the delay caused by the error in the computation of the i-th satellite

position at time tij .

∆TRic j(tj , f) is the delay introduced by the receiver accuracy. It is primarily caused

by the processing and propagation signal delay, but also by poor measurement

accuracy. It is dependent on the frequency of the signal. Different frequencies

have different channel in the receiver.

∆T iMulti j(tj , f) is a further delay introduced by multipath effect, caused by multiple

signal reflections in the path from satellite to receiver antennas.
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2.3.2 Carrier phase measurements

The signal carrier phase consist of an integer part and a fractional part, in terms of

carrier cycles. Only the fractional part of the carrier phase can be directly measured by

a receiver. Specific algorithms can be used in post-processing to estimate the integer

part of carrier phase (ambiguity solutions). The j-th receiver measure the phase dif-

ference between the signal transmitted by the i-th satellite at time tij , detected by the

receiver at time tj and the signal replica generated in the receiver. This phase measure

is ambiguity affected, due to the unknown integer number of carrier cycles during the

signal travel between satellite transmitter and receiver. Also carrier phase is affected

by the same error sources as pseudorange.

Φi
j(tj , f) = δφij(tj , f) +N i

j(tj , f) =

=
f

c
Rij(tj) + f [εrj(tj)− εis(tij) + ∆T iSat(t

i
j , f) + ∆T iT rop j(tj) +

− ∆T iIon j(tj , f) + ∆T iRel(t
i
j) + ∆T iOrbit(t

i
j) + ∆TRic j(tj , f) +

+ ∆T iMulti j(tj , f)] (2.7)

Where the additional terms with reference to Eq. 2.6 are:

Φi
j(tj , f) is the total phase including both integer and fractional part;

δφij(tj , f) is the receiver measurement of the fractional part of carrier phase, hereafter

referred as carrier phase measurement;

N i
j(tj , f) is the integer number of carrier cycles during the signal propagation and it

is the ambiguity of the measurement;

In Eq. 2.7 the ionosphere effect is opposite with respect to the ionosphere effect in

Eq. 2.6, according with what was stated in § 1.4.

Next sections will briefly deal with the error sources listed in Eqs. 2.6 and 2.7.

2.3.3 Tropospheric delay

As explained in § 1.3 the path delay due to troposphere is caused due to air refractiv-

ity gradients. The air refractivity gradients in the troposphere are due to the dry air

pressure, temperature, air moisture and condensed water in clouds or rain. The tro-

posphere delay correction is made in most of cases using models of ZHD (e.g Eq. 1.34

express the Saastamoinen zenith delay model). The ZWD is difficult to model due

to the high variability of water vapour distribution. However, the hydrostatic delay

correction corrects approximately the 80% of the ZTD. Once the approximated ZHD

is computed, the corresponding Slant Hydrostatic Delay (SHD) must be computed, by

means of a geometric projection along the satellite receiver direction. This projection



2.3 GPS signal 45

can be made using a so called mapping function, a semi-empirical function which intro-

duces the obliquity factor as a function of elevation of the satellite and of empirically

derived parameters (see § 3.1 for more details). Different type of mapping functions

are generally used for the slant wet delay and the slant hydrostatic delay respectively.

Several mapping functions exist and have been studied and validated in literature. For

some applications more accurate corrections can be reached using 3D meteorological

output fields of numerical weather prediction models. This involves the tracing of the

satellite receiver geometric path and the computation of the refraction index and the

corresponding delay. The parameters for real time estimation of troposphere path de-

lay are broadcasted by the satellites of the Space Based Augmentation System (SBAS)

together with parameters for ionosphere delay estimation (§ 2.3.4) and satellite clock

bias correction (§ 2.3.9).

2.3.4 Ionospheric delay

As explained in § 1.4.3, the refraction of the electromagnetic signals in the ionosphere

acts as a slowing effect, and deviating the propagation direction (bending effect). As

discussed in § 1.5 the ionospheric delay is the addition of both effects, resulting in a delay

on the signal travel time resulting in a term of tens of meters in the pseudorange value.

The ionospheric delay is strongly dependent on the portion of the ionosphere crossed

by the signal, which increases at lower elevations of the receiver-satellite direction. The

dispersion characteristic of the ionosphere produces opposite effects on the group and

phase velocity of the signal, and consequently on the pseudorange and carrier phase

measurements. From Eq. 1.62, the difference (∆τ) between group delay (or phase

advance) in the two different frequencies (fL1,fL2) is:

∆τ = B

[
1

f2
L2

− 1

f2
L1

]
=

B

f2
L2

[
f2
L1 − f2

L2

f2
L1

]
=

= ∆TIon(fL2)

[
1−

f2
L2

f2
L1

]
=

= ∆TIon(fL1)

[
f2
L1

f2
L2

− 1

]
(2.8)

Considering P1 and P2 the pseudorange measurements in the precision-code, C1

e C2 the pseudorange measurement in the C/A-code and L1 e L2 the carrier phase

measurements, by assuming negligible the variation with the frequency of all terms

present (different from the ionospheric one) in Eq. 2.6 and starting from Eq. 2.8:

∆TP2
Ion(fL2) =

[P2 − P1]

c

f2
L1

f2
L1 − f2

L2

∆TP1
Ion(fL1) =

[P2 − P1]

c

f2
L2

f2
L1 − f2

L2
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∆TC2
Ion(fL2) =

[C2 − C1]

c

f2
L1

f2
L1 − f2

L2

∆TC2
Ion(fL1) =

[C2 − C1]

c

f2
L2

f2
L1 − f2

L2

(2.9)

Unfortunately the frequency dependent terms introduced by the satellite and receiver

hardware are not negligible and must be modeled and taken into account (as shown in

§ 2.3.6) to accurately estimate the ionospheric effect.

Furthermore it is not possible to use only carrier phase measurements in two differ-

ent frequencies for computing the ionosphere delay, because of the ambiguities. Some

ancillary data (such as pseudorange measurements) must be used to solve these ambi-

guities.

The introduction of triple frequency systems as future GPS III and Galileo, will al-

lows to improve the accuracy in the estimation of ionosphere effects, by using a second

order approximation (see Eq. 1.64).

2.3.5 Relativistic effects

For measuring and determining the orbits of satellites, the GPS system uses an iner-

tial cartesian coordinate system, the Earth Centreed Inertial (ECI) reference system

in which the origin is at the centre of mass of the Earth, the x-y plane is coincident

with the Earth’s equatorial plane and the x, y axis oriented along determined positions

over the celestial sphere; the z axis is normal to the x-y plane in the north direction.

Because of the large motion velocities and near circular orbits of the GPS satellites, the

non-negligible gravitational potential difference between the satellite and the users, as

well as the rotation of the Earth, the relativistic effects have to be taken into account.

The nominal frequency of 10.23 MHz at the Earth observer is created by a proper

correction of the atomic oscillator frequency, in order to take into account for the aver-

age relativistic effect caused by the satellite orbital motion and gravitational potential

difference. The averaged relativistic effect on the signal frequency can be approximated

by:

−f0 − f ′

f ′
=

1

2

(v
c

)2
+

∆U

c2
(2.10)

Where f ′ is the working frequency, f0 is the nominal frequency (10.23 MHz), v is the

satellite speed, c is the light speed and ∆U is the gravitational potential difference

between satellite and receiver. The f ′ working frequency must be chosen and set to

verify the Eq. 2.10. To correct for average relativistic effects, the parameters are taken

as mean value; the reference frequency on board of space vehicle is decreased by a

factor 4.567 × 10−3 Hz in the design phase, before the satellite launch; therefore the

core frequency of GPS satellites is f ′ = 10.23× 106 − 4.567× 10−3 = 10.229999995433

MHz. At an Earth-based GPS receiver the frequency result to be the nominal frequency
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(f ′ = f0).

Eq. 2.10 considers a circular orbit for all GPS satellites. To take into account for

the orbit eccentricity (that has consequences in the gravitational potential differences)

a correction must be applied to the pseudorange and carrier phase relationship (2.6)

and (2.7):

∆TRel =
2

c2

√
µa e sinE (2.11)

where µ = 3986005×108 m3 s−2 is the product of the universal gravitational constant

and the Earth mass, a is the semimajor axis, e is the orbit eccentricity, E is the ec-

centric anomaly (to be computed using the Kepler equation, for example as shown in

§ 2.5.3.1). The value of a and e are part of the broadcasted ephemeris.

In any case some relativistic effects caused by the orbit oscillations, Earth gravi-

tational field perturbation etc, persist. Furthermore the satellite and receiver relative

motions can produce a Doppler effect approximately within ±5 kHz ([20]). These ef-

fects can be modeled and precisely estimated in order to give negligible contribution to

the overall error in positioning or, in the case of our interest, in the tropospheric delay

evaluation. Here follows some examples:

The general relativity effects of the signal can be represented by the Holdridge

(1967) model ([10]):

δρRel =
2µ

c2
ln
ρi + ρj + ρji
ρi + ρj − ρji

(2.12)

where ρi is the geocentric position of the i-th receiver, ρj is the geocentric position of

the j-th satellite, ρji is the geocentric distance between the i-th receiver the j-th satellite.

δρRel can reach a maximum value of about 2 cm.

The correction for the acceleration of the Earth satellite, following the model of Mc-

Carthy 1996, is([10]):

∆a =
µ

c2r3

{[
4
µ

r
− v2

]
r + 4(r · v)v

}
(2.13)

where r is the geocentric satellite position vector, v is the geocentric satellite velocity

vector and a is the geocentric satellite acceleration vector.

In addition to all the previous terms, there is a further factor due to relative motions

of satellite and receiver. A receiver can be generally in motion on the Earth’s surface.

For our purposes, however, only receiver with fixed position over the Earth surface will

be taken into account. Thus the only effect that we consider is known as Sagnac effect,

which is due to the Earth rotation during the signal travel time. This effect will be

described in § 2.3.8.
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2.3.6 Satellite and receiver instrumental delays and differential code
biases

There are different instrumental biases for different codes and different frequencies. The

available pseudorange observables are C1 (C/A code pseudorange on the f1 frequency),

P1 (P code pseudorange on the f1 frequency), P2 (P code pseudorange on the f2

frequency); for each of them, we can identify the biases:

• BC1 : bias on the C1 observable

• BP1 : bias on the P1 observable

• BP2 : bias on the P2 observable

These are instrumental biases, so there are two biases for each observable: one produced

by the satellite and the other produced by the receiver. Separately for the satellite and

for the receiver we have to consider the discrepancies between true (superscript T),

corrected from the biases and measured (superscript M), affected by biases, values:

CM1 = CT1 +BC1

PM1 = P T1 +BP1;

PM2 = P T2 +BP2; (2.14)

The absolute value of single biases are generally not directly retrievable because of

the variability of instrumentation biases caused by the changes of satellite instrument

working conditions (such as temperature) and status (wear) and because the instru-

mental biases of receiver and satellite adds up into measurements, so it’s common the

use of biases combinations, commonly referred to as Differential Code Biases (DCB):

BP1−P2 = BP1 −BP2

BP1−C1 = BP1 −BC1 (2.15)

These combination cannot directly be applied for a single observable correction, but to a

combination of observables. For example considering the availability of observables C1

and P2 from a receiver the known approximated model of pseudoranges (see Eq. 2.6),

by neglecting the time (transmission and reception) dependence, can be written as:

C1ij = Rij + c
[
εrj − εis + ∆TTrop + ∆TIon(f1) + ∆T iRel + ∆T iOrbit

]
+BC1

P1ij = Rij + c
[
εrj − εis + ∆TTrop + ∆TIon(f1) + ∆T iRel + ∆T iOrbit

]
+BP1

P2ij = Rij + c
[
εrj − εis + ∆TTrop + ∆TIon(f1) + ∆T iRel + ∆T iOrbit

]
+BP2

(2.16)

where
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BC1 = ∆TSat(t
i
j , C1) + ∆TRic(tj , C1) is the bias introduced on the C1 observable by

the instrumental delays of the satellite and the receiver;

BP1 = ∆TSat(t
i
j , P1) + ∆TRic(tj , P1) is the bias introduced on the P1 observable by

the instrumental delays of the satellite and the receiver;

BP2 = ∆TSat(t
i
j , P2) + ∆TRic(tj , P2) is the bias introduced on the P2 observable by

the instrumental delays of the satellite and the receiver.

The computation of the delay introduced by the ionosphere involves the combination

of the dual frequency observations, as shown in Eq. 2.9. Therefore, in the computation

of the ionospheric delay, we have to compute the quantity:

P2 − C1 = ∆TIon(f2)−∆TIon(f1) +BP2 −BC1 =

= ∆TIon(f2)−∆TIon(f1)−BP1 +BP2 +BP1 −BC1 =

= ∆TIon(f2)−∆TIon(f1)−BP1−P2 +BP1−C1 (2.17)

The quantities BP1−P2 and BP1−C1 are DCBs and must be know for the complete

correction of the ionospheric delay. Code biases are instrument dependent bias, so there

are different code bias for satellite and receiver instruments. Also differential code biases

are different for satellites and receivers; methods to estimate with acceptable accuracy

the satellite ones have been investigated from several years from the GPS community.

The values of satellites code biases Bi
P1−P2 are referred to as τ iGD in the Interface

Control Document ([21]), are computed by ground control stations and transmitted

by satellites in the navigation message. The values of Bi
P1−C1 can be corrected by

applying tables that are constantly updated. With reference to the receiver biases the

user must compute them during data processing.

The relationship between Bi
P1−P2 and τ iGD is:

τ iGD =
1

c(1− γ)
Bi
P1−P2 ' −1.55Bi

P1−P2 (2.18)

Being: γ =
f21
f22
' 1.65 Equation 2.17 will become:

P2 − C1 = ∆TI(f2)−∆TI(f1) + c(γ − 1)τ iGD +

+ Bi
P1−C1 −BjP1−P2 +BjP1−C1 (2.19)

In order to correctly compute the ionospheric delay, we have to compute all the dif-

ferential code biases not given in the broadcasted message (Bi
P1−C1; BjP1−P2; BjP1−C1).

When all these contribution are known the ionospheric delay is:

∆TI(f2) =
γ

γ − 1

[
P2 − C1 − c(γ − 1)τ iGD −Bi

P1−C1 +BjP1−P2 −BjP1−C1

]
∆TI(f1) =

1

γ − 1

[
P2 − C1 − c(γ − 1)τ iGD −Bi

P1−C1 +BjP1−P2 −BjP1−C1

]
(2.20)
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As mentioned before the quantity Bi
P1−C1 can be computed using methods of proven

accuracy and well known in the GPS community. Some software are freely provided

for the correction of this satellite-based bias.

On the contrary for the computation of the receiver-based DCBs there are no stan-

dard methods. In order to make an approximate estimation for DCBs we have compared

measures from some GPS station in Tuscany with theoretical delays obtained from a

standard model of the ionosphere, the Klobuchar model ([12]), which can estimate

and remove most of the ionospheric effects and is used as reference model by the GPS

community. The Klobuchar model (see § 1.4.3) allows to compute the TEC by means

of an algorithm that parameterise the sun activity. In order to correct for seasonal

and sun spot number changes, the algorithm uses different sets of eight coefficient de-

pending upon the period of the year and the average solar flux. Better estimations are

obtained during night periods, when part of the ionisation reach more stable values

(see § 1.2.1). Fig. 2.4 shows a plot of the ionosphere delay computed by using Eq. 2.20

taking into account the satellite-based instrumental delays but not the receiver ones

and the Klobuchar model-based ionospheric delay (Eq. 1.65), computed for the same

period.

Figure 2.4: Top panel: elevation angle as a function of time. Bottom panel: Klobuchar
model ionospheric delay (red) and dual frequency ionospheric delay affected by biases (green).
Station mass (Massa, Tuscany). Data are relative to 2010 28th February.

The ionospheric delay based on two frequency computation is affected by the re-

ceiver DCBs. The Klobuchar model during the minimum value of TEC relative to
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minimum values of sun activities (i.e during night time near the sunset and for high

satellite elevation angles) can be used to estimate the value of the receiver DCB (com-

prehensive of BjP1−P2 and BjP1−C1), as a free parameter whose value minimises the

distances between two curve minima.

2.3.7 Orbit parameters and errors

Ephemeris data, broadcasted in the satellite navigation message, give the satellite po-

sitions as a function of time. They are predicted starting from the current satellite

positions estimated by the ground control stations. Typically, overlapping intervals of

4-hour GPS data are used by the operational control system to predict satellite orbital

elements for each 1-hour period. Of course, both the current satellite position estima-

tion and the future satellite position prediction can be error affected. Ephemeris errors

vary from 2 m to 5 m, and can reach up to 50 m under selective availability. The

ephemeris error is usually decomposed into components along three orthogonal direc-

tions defined by the satellite orbit: radial, along-track and cross-track (see Fig. 2.5).

Figure 2.5: Ephemeris error components. ([22]).

Errors sources impacts in the pseudorange and carrier phase measurements, by their

projection in the receiver-satellite vector direction (Line-of-sight). The projection of

the satellite position error in the line-of-sight direction depends primary on the radial

component and secondary on cross-track and along-track components. Fortunately the

radial error component in the estimation and prediction of satellite position is smaller

than others by one order of magnitude. Due to the fact that this errors originate from

a prediction, they increase with the lapsing time from the instant of the last upload of

the orbital parameters by the control station.

The increasing need of precise ephemeris in quasi-real time for an increasing num-

ber of application has concentrated the efforts of the scientific community to develop
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products more and more precise with respect to ephemeris broadcasted in the naviga-

tion message. Several institutions, e.g., the International GNSS Service, formerly the

International GPS Service for Geodynamics (IGS), the U.S. National Geodetic Sur-

vey (NGS), and Geomatics Canada, have developed postmission precise orbital service.

Precise ephemeris data are based on GPS data collected at a global GPS network coor-

dinated by the IGS. Precise ephemeris data contain very accurate parameter to correct

the space vehicle clock offset and drift and to retrieve the satellite position at trans-

mission time. At the present time, precise ephemeris data are available to users in real

time Ultra-Rapid (see [23]) with an accuracy of 5 cm for the ephemeris prediction.

The use of differential techniques combining measurements from different receivers

positions cannot totally remove the ephemeris error. Only if the distance between re-

ceivers is short (short baseline) the error range due to ephemeris can be considered the

same and can be easily removed by differencing the observations.

2.3.8 Earth rotation effect: the Sagnac effect

In the geometric distance computation the satellite and receiver positions must be re-

ferred to the same reference system. For positioning purposes the reference coordinate

system is the Earth Centreed Earth Fixed (ECEF) system (§ 2.5.4), a cartesian refer-

ence frame with the X-Y plane coincident with the equatorial plane and the X direction

oriented toward the Greenwich meridian. Z axis is oriented to the north polar axis and

the reference frame origin is the centre of mass of the Earth. With reference to Fig. 2.6

the satellite position computed from ephemeris is referred to the transmission time

(superscript T). The receiver position is referred to the reception time (superscript R).

For a fixed receiver in the ECEF reference system the position is constant in time.

Since the ECEF reference system rotates with the Earth during the signal travel time

the receiver position and the satellite position are not referred to the same reference

system. This effect is known as the Sagnac effect. To take into account for it, the po-

sitions of receiver and satellite must be referred to the same reference frame (i.e ECEF

at transmission time or ECEF at reception time).

Now let us show the computation of the position of satellite (at transmission time)

in the ECEF reference frame at reception time. As shown in Fig. 2.6, during the signal

travel time (∆t), the geometric distance changes for the Earth rotation effect. The

Earth rotation (ω̇e is the rotation angular speed) causes the reference system rotation

of an angle ω̇e∆t. The relationship to have the coordinates of satellite position at the

transmission time referred to the ECEF reference system at reception time are:
XR = XT cos (ω̇e∆t) + Y T sin (ω̇e∆t)
Y R = −XT sin (ω̇e∆t) + Y T cos (ω̇e∆t)
ZR = ZT

(2.21)

This simply solves the Sagnac effect for GNSS signal processing. The Sagnac effect
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Figure 2.6: Effects of Earth rotation: reference system rotation.

must be considered in the procedures for synchronisation of clocks all over the globe,

including satellite ones.

2.3.9 Satellite clock offsets and drifts

The GPS system uses atomic clock with Cesium or Rubidium oscillator. They have a

nominal precision of about 1 part of 1013 (see the Allan deviation in Fig. 2.1). In a day

(86400 s) the satellite clock offset can reach the order of 10−7 s, that multiplied by the

speed of light gives an equivalent distance error of about 2.5 m. If the prediction of

clock behavior could be done just with this accuracy the resulting precision would be of

this order. Using updates of clock correction prediction every 12 hours we can assume

an error of 1 − 2 m. The clock predicted parameters are phase bias, frequency bias,

and frequency drift rate. They are uploaded to the satellites and broadcasted into the

navigation message. As can be easily inferred, the ephemeris and satellite clock errors

are closely related. As mentioned for Ephemeris, the effort of scientific community is

in the direction of the implementation of models for the prediction of clock correction

parameters with increasing accuracy. In real time Ultra-Rapid ephemeris there are also

clock correction parameters predicted with a nominal accuracy of 1.5 ns, i.e 0.45 m.

The residual satellite clock errors are the same in all measurement involving the

same satellite, including P-code, C/A code and carrier phase, and can be easily removed

by using differential techniques.

2.3.10 Receiver clock errors

GPS receivers commonly use inexpensive crystal clocks, which are much less accurate

than the satellite clocks (see the Allan deviation in Fig. 2.1). The quartz receiver clock

is more stable than satellite atomic ones, for instantaneous observations. Therefore the
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quartz clocks are very suited for positioning purposes that require high stability for

very short periods (tens of nanoseconds) that go from the transmission instant to the

reception and measurement instant.

The receiver clock offset including receiver and satellite instrumental biases, can

be considered as a constant for all observations regarding different satellites on view

at the same instant. As will be shown in § 2.5, in the position problem the receiver

clock error is a further unknown in addition to three coordinates unknowns that can

be computed (estimated) by solving a system of equations, once the other error sources

are neglected or separately estimated.

The receiver error can be larger than satellite clock errors; however it can be to-

tally removed by making differences between observation relative to different satellites.

Clock stability depends critically on the type of oscillator in use. A crystal oscillator is

an electronic oscillator circuit that uses the mechanical resonance of a vibrating crystal

of piezoelectric material to create an electrical signal with a very precise frequency. It is

thus possible to obtain stabilised frequencies, that, however are influenced by tempera-

ture. In order to cope with temperature instabilities various forms of compensation are

used, from analog compensation (TCXO) to stabilisation of the temperature through a

crystal oven (OCXO)3. OCXO are the most stable oscillators, as they are actively sta-

bilised in temperature. TCXO on the contrary has a sort of feedback mechanism that

realigns frequencies when, due to temperature variations, they jump beyond predeter-

mined thresholds. In Fig. 2.7 there are two example measurements of GPS signals we

have processed from two receivers of the GPS network of the Regione Toscana, mount-

ing these two different kinds of oscillators. We have used differential measurements

with a time lag of ∆t = 1 s of pseudorange ρ and satellite distance from the receiver

R, in order to eliminate (at a first order) slow varying contributes (due to atmosphere,

antennas, biases, etc.). We have also computed a ionospheric-free signal and from this

a “total” bias B minus the tropospheric delay, c τTrop, that we expected to possess a

short term stability. B is the sum of three terms, the first consists of known param-

eters, namely the interfrequency bias B2−1 and the ratio of the square frequencies, γ;

the second is the clock bias, bc, and the third is the signal processing bias, b(f2), that

are unknown. We can easily observe the dramatic difference in stability of the two

oscillators, and the large realignment jumps of 100 ns (equivalent to about 30 m) for

TCXO measurements, that brings to a very unstable bias, much greater than precision

constraints for many applications (our included). This means that single TCXO mea-

sures are essentially unusable, and it is necessary to process reasonable ensembles of

measurements in order to obtain enough precise results at least for positioning.

3TCXO stays for Temperature Controlled Crystal Oscillator; OCXO stays for Oven Controlled
Crystal Oscillator (being “XO” an old acronym for “crystal oscillator”).
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Figure 2.7: Stability of TCXO and OCXO clock crystals (top and bottom panels respectively).
R is the satellite distance from the receiver, ρ the pseudorange, B is the “total” bias, containing
the interfrequency bias B2−1, the clock bias bc, and the signal processing bias b(f2); c τTrop is
the tropospheric delay. Figures are from two different receivers of the GPS network in Tuscany.

2.3.11 Multipath

If the GPS signal reaches the receiver after reflections from some obstacles, or from

the Earth surface, we can speak of “multipath”. The presence of indirect signals that

arrive later than the direct ones and interfere with them, causes waveform distortion

but also phase distortion. Multipath errors affect both carrier phase and pseudorange

measurements; but the effects in the carrier phase measurement is limited to a quarter

of a cycle and in the pseudorange measurements can reach several tens of meters (in the

C/A code measurements). The problem is that the error on pseudorange measurements

can degrade the ambiguity resolution process required for using carrier phase measure-

ments. It doesn’t exist a fully efficient mitigation technique of the multipath effects,

but a series of commonly used methods and best practices. The use of differential GPS

cannot reduce the multipath effects. The best ways to mitigate multipath effects are:
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• to choose an installation site with a limited number of near potential reflecting

object;

• to use a groundplane antenna (i.e. choke ring) able to attenuate signal reflected

from the ground;

• to use a directive antenna array with many directive patterns simultaneously

operative and able to adapt to the changing satellites geometry;

• to use a hardware (antenna gain) or software (signal processing) selected “cutoff”

angle (i.e. minimum desired elevation angle) to eliminate measurements with low

satellites elevation angles which can have higher multipath effects;

• to use a polarised antenna able to match the polarisation of the GPS signal (i.e.,

right hand) but mitigating in this case only single reflection or odd number of

reflection effects.

• to observe for long time intervals the signal, in order to detect sudden change

caused by multipath (only for fixed receiver);

• to use techniques and technologies based on narrow correlation of the receiver

that allow to automatically suppress signals delayed by more than 1.5 chips (a

chip corresponds to 1 pulse: about 1 µs for the C/A-code and about 100 ns for

the P-code);

• to analyse the shape of the correlation function.

Other methods exist but these are the main used. For our purpose it is sufficient to

mention that choke ring antenna have been chosen for all the used fixed station and

they have been installed over roofs of buildings and generally far enough from sources

of reflections.

2.3.12 Additional error sources

Some other error sources can degrade the receiver measurements. They normally gener-

ate errors negligible compared to those listed above. However, by accounting for them,

it is possible to achieve greater accuracies both in terms of positioning and in terms of

GNSS meteorology, which is the main objective of this work.

• Cycle sleep is a phenomenon due to a loss of satellite signal track, affecting

carrier phase measurements. Some causes can be the presence of obstacles along

the signal ray, radio interference and strong ionospheric activity. The cycle sleeps

can be identified and corrected in several ways, such as analysing the difference

between two double difference (i.e “triple differences”, see § 2.3.13.2 for more

details).
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• The antenna phase centre generally doesn’t coincide with the geometrical centre

of the antenna. As the GNSS signal is circularly polarised the antenna phase

centre varies in function of the elevation and the azimuth of the satellite signal

ray. This error depends on the antenna type and typical values are of the order

of a few centimeters. The effects can be mitigated if the attitude and azimuth

of the antenna are known (for fixed receivers). The point in the antenna that

is used to determine the offset in relation to the geodetic point above which the

antenna is installed, is the Antenna Reference Point (ARP) and this represent

an offset value. The Phase Centre Variations (PCV) can vary in function of

the signal. The NGS ([24]) and the IGS ([25]) provide and update absolute and

relative antenna calibration files, valid for a wide range of GNSS antennas.

• The antenna coordinates must be corrected also for some additional effects: the

solid Earth tides errors (up to several decimeters) are caused by the gravitational

field perturbation in the Earth Sun Moon system. Their periodicity can be de-

rived from motion of celestial bodies and the effects on position error can be

computed and corrected with good approximation. Minor effects originate from

ocean loading (errors up to some millimeters), a deformation of the distribution

of ocean water and coastal land due to ocean tides. Polar motion is a further error

source (up to a few centimeters) affecting the determination of the receiver and

satellite position in the reference frame. Finally also the Tectonic Plate Motion

must be known and corrected in the position accuracy determination. Some geo-

physical models can be used; very good accuracy is provided by GNSS geodetic

networks used to detect movements of the Earth’s crust.

• The selective availability (disabled in May 2000) were a further error source, due

to two artificial effects: the first called δ error is a degradation of the satellite clock

frequency, the second is the ε error and is an additional artificial orbital error.

This type degradation affects both carrier phase and pseudorange measurement.

2.3.13 GPS Observables

In this chapter the main types of “observables” used in the GPS community are briefly

analysed and described. Some observables can be obtained by using a single receiver

and relative to a single satellite, some other by using two receiver and two satellite

making differences.

2.3.13.1 Single receiver observables

The basic observables are obtained directly by receiver measurements. With refer-

ence to Eq. 2.6 and Eq. 2.7, neglecting the superscript and subscript referred to the
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considered receiver and satellites:

P = ρ

L = λ δφ (2.22)

1. P1, L1 the pseudorange and phase measurements in the first frequency (f1 =

1575.42 MHz) respectively

2. P2, L2 the pseudorange and phase measurements in the second frequency (f2 =

1227.6 MHz) respectively

3. PIF , LIF the pseudorange and phase linear combinations respectively, called

Ionosphere free LC because this linear combination nearly completely eliminates

the ionospheric refraction effects:

PIF =
1

f2
1 − f2

2

(f2
1P1 − f2

2P2)

LIF =
1

f2
1 − f2

2

(f2
1L1 − f2

2L2) (2.23)

4. PGF , LGF the pseudorange and phase linear combinations respectively, called

Geometry free LC because their linear combination cancel the frequency inde-

pendent part of the measurement, including the geometric distance, leaving only

the ionospheric effects and the instrumental constants (multipath if present, in-

strumental biases, and other observational noises):

PGF = P1 − P2

LGF = L1 − L2 (2.24)

5. PNW and PNW the pseudorange and phase linear combinations respectively,

called Narrow Lane LC. It has the lowest noise level of all used linear com-

binations, and consequently yields to the best results. It is characterised by

λNW = 10.7 cm and an ambiguity difficult to resolve:

PNW =
f1P1 + f2P2

f1 + f2

PNW =
f1L1 + f2L2

f1 + f2
(2.25)

6. PWL and PWL the pseudorange and phase linear combinations respectively, called

Wide Lane LC that giving a large wavelength (λWL = 86.2 cm) four times bigger

than fL1, is useful for cycle slip detection or ambiguity resolution. The disadvan-

tage is the high noise level of this signal:

PWL =
f1P1 − f2P2

f1 − f2

LWL =
f1L1 − f2L2

f1 − f2
(2.26)
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7. LMW is a linear combination of both carrier and pseudoranges observables, called

Melbourne Wubbena LC, that’s exactly the difference between LWL and PNW . It

combines the advantage of Narrow Lane LC and Wide Lane LC resulting useful

to make easier the detection of cycle sleeps:

LMW =
f1L1− f2L2

f1 − f2
− f1P1 + f2P2

f1 + f2
(2.27)

2.3.13.2 Differential observables

Considering two receivers (k and m) and one satellite (p), single difference pseudorange

and phase observables can be generated by difference with respect to the two receivers4:

ρpkm(tk, f) = ρpk(tk, f)− ρpm(tk, f)

δφpkm(tk, f) = δφpk(tk, f)− δφpm(tk, f) (2.28)

where the pseudorange and carrier phase notations are the same of Eqs. 2.6 and 2.7.

The two receivers measurements are supposed fully synchronised (referred to the same

time tk = tm), and the time difference between the satellite transmission instants are

negligible (tpk ' tpm). The satellite-based error sources cancel out by making single

difference with respect to a single satellite. The remaining terms are geometric, atmo-

sphere dependent, and based on receiver error sources:

ρpkm(tk, f) = Rpkm(tk) + c[εr km(tk) + ∆T pTrop km(tk) + ∆T pIon km(tk, f) +

+ ∆TRic km(tk, f) + ∆T pMulti km(tk, f)]

δφpkm(tk, f) =
f

c
Rpkm(tk) + f [εr km(tk) + ∆T pTrop km(tk) + ∆T pIon km(tk, f) +

+ ∆TRic km(tk, f) + ∆T pMulti km(tk, f)]−Np
km(tk, f) (2.29)

Considering two receiver (k and m) and two satellites (p and q), double difference

pseudorange and phase observables can be generated by difference of single differences

(as shown in Eq. 2.28) with respect to two satellites 5:

ρpqkm(tk, f) = ρpkm(tk, f)− ρqkm(tk, f)

δφpqkm(tk, f) = δφpkm(tk, f)− δφqkm(tk, f) (2.30)

In this combination also the receiver-based errors cancel out, and the other errors are

greatly reduced:

ρpqkm(tk, f) = Rpqkm(tk) + c[∆T pqTrop km(tk) + ∆T pqIon km(tk, f) + ∆T pqMulti km(tk, f)]

δφpqkm(tk, f) =
f

c
Rpqkm(tk) + f [∆T pqTrop km(tk) + ∆T pqIon km(tk, f) +

+ ∆T pqMulti km(tk, f)]−Npq
km(tk, f) (2.31)

4Considering the generic quantity V p dependent on the position of the satellite p we introduce the
notation V pkm to indicate the difference of the values measured by the k andm receivers: V pkm = V pk −V

p
k .

5Being V pkm the single difference between receivers k andm of the quantity V p, the double difference
is simply given by: V pqkm = V pkm − V

q
km.
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By eliminating the satellite and receiver-based error sources the precision of the Dif-

ferential GPS (DGPS) positioning improves. As might be expected the precision of

double differences observables is greater with respect to single difference.

To reach very high precision of measurement the difference of two double differences

over time (tk and tk + t0) can be made. The triple difference observable benefits of

eliminating the integer ambiguity of carrier phase (Npq
km(tk, f) constant along the time).

Moreover if the (t0, t0 + tk) time interval is small most of the quantities of Eq. 2.31

cancel out.

∆ρpqkm(tk, tk + to, f) = ρpqkm(tk, f)− ρpqkm(tk + to, f) =

' Rpqkm(tk)−Rpqkm(tk + t0)

∆δφpqkm(tk, tk + to, f) = δφpqkm(tk, f)− δφpqkm(tk + to, f) =

' f

c
[Rpqkm(tk)−Rpqkm(tk + t0)] (2.32)

Triple difference are very useful for cycle sleep detection, as they occur as sudden spike

in the time trend of values.

By making the differences of measurements of one receiver relative to two different

satellites (p and q) it can be generated the observable known as between satellite single

difference. In this observable the receiver-based errors cancel out.

2.4 The GLONASS and the Galileo systems

2.4.1 GLONASS

The Russian Global’naya Navigatsionnaya Sputnikkovaya Sistema (GLONASS), devel-

oped since the launch of the first satellite of its constellation in 1982, is an alternative

to the US GPS system. As GPS system it is composed by two main services: the mil-

itary one and the civil one, with civil services (and application quality) degraded with

respect to military ones. The full constellation is composed by 24 satellites (excluding

spare ones) equally spaced over 3 orbital planes. Satellite orbits are near circular at an

altitude of 19100 km over the Earth surface. Orbital planes are inclined of 64.8 degrees

with respect to the equatorial plane. Revolution time is approximately 11 hours and

15 minutes. The ground control stations of the GLONASS are maintained only in the

territory of the former Soviet Union, thus limiting the global coverage capability of the

system. The control segment provides the monitoring of the full constellation, and the

upload of orbital parameters for broadcasting. The satellite coverage of GLONASS is

greater at northern latitudes, where the GPS system has its minimum coverage. In

the signal transmission the GLONASS system uses a spread spectrum technology; the

signal are right-hand circularly polarised and the modulation type is the BPSK. The

code is the same for all satellites, but each satellite transmit in a different frequency
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using a total of 25-channels to realise a Frequency Division Multiple Access (FDMA)6.

Two main frequencies are used for navigation: L1 (1602.0 MHz) and L2 (1246 MHz).

The central frequency relative to each satellite carrier can be obtained as follow:

L1 = 1602 + n× 0.5625 MHz

L2 = 1246 + n× 0.4375 MHz (2.33)

where n is the frequency channel. To avoid interference problems using frequencies

with mobile satellite terminals, the channels have been set to n = −7, ..., 0, ..., 6. The

L1 and L2 carrier frequencies are coherently obtained from a time/frequency reference

standard on board of each satellite. The nominal value of the reference frequency is

5.0 MHz at ground7

GLONASS satellites transmit two types of signals: a Standard Precision (SP) signal

and a so called “obfuscated” High Precision (HP) signal. The chipping rates for the HP

code and the SP code are 5.11 and 0.511 Mbps, respectively. The HP signal is broad-

casted in quadrature phase with the SP signal, it has a ten time larger bandwidth and

it is available only for authorised users. As well as for GPS system also in GLONASS it

is possible to make phase measurements by looking the carrier signal. The navigation

message (50 bps) contains the parameters to compute spatial and temporal position

and speed of each satellite. The updating frequency of satellites ephemeris is 30 min-

utes. The combination of measurements and navigation messages allows to determine

the position coordinates, the speed vectors and the time of the receiver.

The modulating signals for L1 and L2 carrier frequency are generated as a modulo-

2 addition of binary signal sequences of the SP ranging code transmitted at 511 kbps

the navigation message at 50 bps (only in the L1 frequency) and a 100 Hz auxiliary

sequence.

GLONASS has been operational since 1982; the first modernisation plan is the

GLONASS-M since 2003, that in 2011 has allowed to reach the full constellation avail-

ability. The second modernisation plan is being implemented: GLONASS-K from 2011,

and at 06:07 Moscow Time on 26 February 2011, the first GLONASS-K satellite was

launched. Civilian GLONASS used alone is very slightly less accurate than GPS. The

GLONASS-K satellite however will double the accuracy of the previous system. The

GLONASS-K satellites constellation will introduce the CDMA signal for testing pur-

pose, and a new carrier frequency. This will allow to create a frequency overlapping

with the GPS system and the future Galileo system as well as to perform a better

ionosphere effect correction using three frequencies.

6Satellites placed to the antipodes of an orbital plane, that are never visible to the same user, are
set to use the same frequency, in order to avoid interference with mobile satellite terminals.

7In order to compensate for relativistic effects, the satellite nominal frequency value is set to
4.99999999782 MHz, analogously to what is done in the GPS system (see § 2.3.5).
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GPS and GLONASS integration must overcome the difficulties of using different

spatial reference systems (ECEF for GPS and PZ-90 for GLONASS), and different

time reference system. The transformation between different systems introduces er-

rors in the accuracy of measurements. Furthermore a GLONASS GPS receiver must

be equipped with two different hardware, rising its cost. However, once overcome the

technical difficulties, very high accuracy could be achieved, also considering the con-

tinuous systems evolution.

2.4.2 Galileo

GALILEO is a joint initiative of European Space Agency (ESA) and European Union

(EU). It is a global satellite navigation system designed to provide a multimodal service,

in different domains. It is conceived to be completely independent and autonomous, but

consistent and interoperable with the american GPS system and the russian GLONASS.

Galileo system is mainly a civil initiative and will develop different level civil applica-

tions:

• Open Service (OS)

• Commercial Service (CS)

• Safety Of Life (SOL)

• Public Regulated Service (PRS)

• Search & Rescue (SAR)

The Space segment consists of a constellation of 30 MEO satellites (27 operational + 3

active spares) with orbit at height of 23616 km. Satellites are planned to be placed in

3 orbital planes with an inclination of 56 degrees over the terrestrial equatorial plane.

The orbital period is 14 hours and 22 minutes.

The Galileo system is designed to send signals in four spectral bands:

• E5a: 1164− 1191.795 MHz

• E5b: 1191.795− 1215 MHz

• E6: 1260− 1300 MHz

• E1: 1559− 1591 MHz

The available carrier signals are:

• E1: 1575.420 MHz

• E6: 1278.750 MHz
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• E5: 1191.795 MHz

• E5a: 1176.450 MHz

• E5b: 1207.140 MHz

Similarly to GPS, the Galileo system will be provided of Ranging Codes (RC). To

allow the completion of all services each Galileo satellite will broadcast 10 different

navigation signals and 1 Search And Rescue signal. Six signals are accessible to all

Galileo Users on the E5a, E5b and L1 carrier frequencies for OS and SoL services: E5a

(I); E5a (Q); E5b (I); E5b (Q); E2-L1-E1 (B); E2-L1-E1(C). Two signals on E6 with

encrypted ranging codes are accessible only for CS provider: E6 (B); E6 (C). Finally,

two signals are accessible to authorised users of PRS: E6 (A); E2-L1-E1(A). Different

Figure 2.8: Structure of the Galileo Navigation Signal ([26]).

codes for different satellite reception is possible using CDMA. Different signals are

broadcasted on the in-phase (I) and in quadrature (Q) channels and, in the case of the

E5, different signals are provided in the upper (E5b) and lower (E5a) part of the band.

The first experimental satellites, GIOVE-A and GIOVE-B have been launched in

2005 and in 2008 respectively. Their mission was the test of satellite environment

and instrumentation. Test on the signal-in-space have been made on the frequency

spectrum required for Galileo.
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Following four IOV (In Orbit Validation) Galileo satellites have been launched two

in october 2011 and two october 2012, giving in march 2013 the very first position

determination of a ground location. These satellites are much closer to the final satellite

system configuration. The initial satellite navigation services will be available in 2014.

A series of 14 further satellite will allow to reach the intermediate operational capability

configuration in 2015 and finally the remaining 12 satellites will be deployed to reach

the Full Operational Capability (FOC) by 2020.

2.4.3 Complementarity and interoperability

As shown in Fig. 2.8 the Galileo system uses frequency bands that are partially over-

lapped to the future GLONASS L3 and the GPS L5 bands. Moreover future GLONASS

satellite will provide CDMA signals as the GPS does. This is an indication of a design

of an interoperable GNSS, developed for market requirements. The primary require-

ment is to allow interoperability at the system level. A GNSS receiver hardware must

be designed to enable the simultaneous tracking and decoding of the different constel-

lations signals, ensuring the nominal accuracy of the systems themselves. On the other

hand the design of new generations of satellite navigation signals, is such to ensure the

possibility of a simplification of the receiver hardware and software to make it able to

easily decode and process all signals simultaneously. Last generations of mobile smart-

phones are already able to simultaneously receive and decode civilians signals coming

from both GPS and GLONASS satellites, and will also easily incorporate Galileo as

soon as it becomes operational.

The compatibility and interoperability of satellite navigation systems will involve

the different reference frame and their definitions. To make interoperable the reference

frame they need to be “very close”. As an example the difference between the Galileo

Terrestrial Reference Frame (GTRF) and the World Geodetic System 1984 (WGS84)

ECEF is expected to be about 3 cm.

The time reference offered by satellite navigation is another aspect of the com-

patibility of the systems. A solution can be to provide the parameters for systems

synchronisation, or to equip the receiver with a software for the synchronisation com-

putation.

2.5 User position computation

In the GPS system the user position is referred to an Earth rotating reference frame,

the ECEF cartesian coordinate system, to facilitate the computation of geographical

coordinates (latitude, longitude, heigh) of the receiver position. The ECEF reference

system has the origin in the Earth centre of mass, the x-y plane coincident with the

equatorial plane, the x axis oriented along 0 degrees longitude, and the z axis normal
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to the x-y plane oriented to the north pole.

The user position computation algorithm using broadcasted ephemeris is briefly

described in this section.

2.5.1 Time Measurement

The most diffuse time reference frame is the UTC (Universal Time Coordinated) or

Greenwich Mean Time (GMT) which uses atomic clocks measurements to take synchro-

nisation and is based on the mean solar day duration. The Earth rotation around its

spin axis slows down due to some factors: astronomical (joint moon sun gravitational

pull), in-Earth (i.e Earth’s kernel and mantle movements and perturbations), out-Earth

(i.e atmosphere and ocean tides). This effect of Earth rotation slowing increases the

duration of the mean solar day (from 86400 s to 86400, 002 s). During a year this

difference accumulates. To have the sun over the Greenwich meridian at noon, with

very good approximation, this difference is maintained within 0.9 s by adding, when

necessary, 1 s at midnight at the end of the year. This quantity is known as leap sec-

onds. The International Earth Rotation and Reference System Service (IERS) has the

task of determining the updating of the leap seconds quantity.

The International Atomic Time (TAI) is a time scale very accurate and stable, avail-

able since 1955, which uses a statistical approach in the time measurement by involving

an extensive number of atomic clocks, positioned around the world and maintained by

the “Bureau International des Poids et Mesures”. The TAI time is not adjusted by the

leap seconds quantity, to maintain atomic clock synchronisation.

In the GPS system the time measurement is performed using a proper time ref-

erence frame. The GPS epoch is 0000 UTC (midnight) on January 6, 1980. Since

this start time, the time is measured in weeks and seconds since the start of the week

(midnight between saturday and sunday). The GPS time doesn’t take into account

for leap seconds, as the satellites operates in a continuous time scale. Its is important

to note that leap seconds aligning TAI and GPS time measurements are not the same

aligning TAI and UTC. In particular at time of the present work (2013) there are the

following relationships between different time reference systems (TAI, UTC, GPS):

TAI = UTC + 35s

TAI = GPS + 19s

GPS = UTC + 16s (2.34)

The synchronisation is maintained by the MCS using Earth-based atomic clocks around

the globe and on board of satellites. At the MCS the computation of each satellite clock

bias is modeled and uploaded to the satellite, for broadcasting in the navigation message

(§ 2.5.2).
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2.5.2 The Ephemeris

Each satellite transmit the orbital parameters in the navigation message. The parame-

ters are referred to a determined time (epoch); below they are listed following the ICD

([21]):

toc: clock reference time (in seconds) used for clock offset computation;

a0 , a1, a2: polynomial coefficient for clock offset computation;

tGD: (Group Delay), instrumental differential delay;

toe: reference time (in seconds) since the GPS week start (at the Saturday/Sunday

transition) of ephemeris values;

M0: mean anomaly;

∆n: mean motion difference from computed value;

e: satellite orbit eccentricity;

√
a: square root of orbital semi-major axis;

Ω0: latitude of ascending node of the orbit plane at the weekly epoch;

i0: inclination angle of the orbit plane with respect to the equatorial plane;

ω: argument of perigee;

Ω̇0 rate of right ascension;

i̇ rate of inclination angle;

Crc: amplitude of the cosine harmonic correction term to the orbit radius;

Crs: amplitude of the sine harmonic correction term to the orbit radius;

Cuc: amplitude of the cosine harmonic correction term to the argument of latitude;

Cus: amplitude of the sine harmonic correction term to the argument of latitude;

Cic: amplitude of the cosine harmonic correction term to the angle of inclination;

Cis: amplitude of the sine harmonic correction term to the angle of inclination.



2.5 User position computation 67

2.5.3 Correction of the transmission time

Starting from the time of signal reception (tj) the uncorrected transmission time (tiju)

from the i-th satellite is given by8:

tiju = tj −
ρij
c

(2.35)

where ρij is the pseudorange measurement of the j-th receiver at time tj and c is the

speed of light.

The transmission epoch must be corrected for the satellite clock offset and for the

periodic relativistic effect. This can be done using ephemeris data. The satellite mean

motion (n) is given by:

n =

√
µ

a3
+ ∆n (2.36)

where µ = GM = 3.9860005× 1014 m3 s−2 is the Earth gravitational constant (in the

WGS84 system). The mean M anomaly can be corrected using the value of n:

M = M0 + n(tiju − toe) (2.37)

The eccentric anomaly E must be computed by solving the Kepler equation, for example

using an iteration method (see § 2.5.3.1):

E = M + e sinE (2.38)

Introducing the constant F =
−2
√
µ

c2
= −4.442807633×10−10, the relativistic correction

term is:

∆tr = Fe
√
a sinE (2.39)

The parameters to correct the satellite clock offset (af0, af1, af2, TGD) are broad-

casted by the satellite in the navigation signal. The final correction formula is:

∆t = af0 + af1(tc − toc) + af2(tc − toc)2 + ∆tr − TGD (2.40)

and the transmission epoch can be corrected:

tij = tiju −∆t (2.41)

2.5.3.1 Solution of Kepler equation

In this section we describe the adopted solution to solve the Kepler equation:

E = M + e sinE (2.42)

We implemented an iterative algorithm to solve the equation:

Ek = M + e sinEk−1 (2.43)
8The same notation as § 2.3.1 and § 2.3.1 is used, superscripts indicate the satellite and subscripts

indicate the receiver. The subscript u indicates the an uncorrected value.
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Starting from E0 = M the successive steps are:

E1 = M + e sinE0 = M + e sinM

E2 = M + e sinE1 = M + e sin (M + e sinM)

E3 = M + e sinE2 = M + e sin [M + e sin (M + e sinM)]

E4 = M + e sinE3 = M + e sin {M + e sin [M + e sin (M + e sinM)]} (2.44)

Defining the function: f(x) = x − e sinx −M where x is an unknown quantity, the

solution of f(x) = 0 is x = E. Defining ε as the error made by using the value of x

as an approximation of E (ε = x− E), and applying the Taylor expansion around the

value E = x− ε, and assuming ε small, we have:

f(x) =
+∞∑
i=0

f (n)(E)

n!
(x− E)n =⇒ f(x− ε) =

+∞∑
i=0

f (n)(x)

n!
(−ε)n (2.45)

around the value E. Remembering that:

f ′(x) = 1− e cosx;

f ′′(x) = e sinx;

f ′′′(x) = e cosx; (2.46)

Developing the analytical steps:

f(E) = f(x− ε) = x− e sinx−M − (1− e cosx)ε+
1

2
ε2e sinx− 1

6
ε3e cosx (2.47)

Limiting the expansion to first order, and extracting the value of ε solution of the

equation f(x− ε) = 0:

ε =
x− e sinx−M

1− e cosx
(2.48)

If we consider the expansion limiting to the second order:

ε =
x− e sinx−M

1− e cosx− 1
2εe sinx

(2.49)

Using the equation (2.48) to substitute ε in the denominator of (2.49):

ε =
x− e sinx−M

1− e cosx− 1
2e sinxx−e sinx−M

1−e cosx

(2.50)

Finally in a similar way, using also the third order of the expansion:

ε =
x− e sinx−M

1− e cosx− 1
2(e sinx− 1

3e cosxε)ε
(2.51)

We solve the Kepler equation by iteration, starting from the first guess: x = x0. The

value used for the initialisation of the algorithm is (see above):

x0 = M + e sin {M + e sin [M + e sin (M + e sinM)]} (2.52)
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The following steps are subsequently iterated:

εn =
xn − e sinxn −M

1− e cosxn − 1
2e sinxn

xn−e sinxn−M
1−e cosxn

(2.53)

Then the value of εn found by (2.53) can be used to compute the value of:

εn+1 =
xn − e sinxn −M

1− e cosxn − 1
2(e sinxn − 1

3e cosxnεn)εn
(2.54)

So the estimated value of E at step n+1 is En+1 = xn − εn+1. Then we use this value

En+1 as a starting value for a new step of the algorithm until the needed precision

(dE = |En+1 − xn|) is not reached.

To avoid an infinitive loop we have fixed a maximum step number of 100. If the

loop is repeated 100 times the procedure is automatically interrupted.

2.5.4 The satellite position

The satellite position is univocally determined starting from the time instant (epoch)

and the orbital parameters (ephemeris), broadcasted by the satellite in the navigation

message. Ephemeris are updated by MCS every 2 hours. The precision of the satellite

position, using broadcasted ephemeris is of the order of meters. The precision of satellite

position can be improved using precise ephemeris (see § 2.3.7 for more details). The

true anomaly (ν) is computed using a formula that accounts for the quadrant ambiguity

by using the tangent function:

tan
ν

2
=

√
1 + e

1− e
tan

E

2
(2.55)

Argument of latitude (φ), radius(r), inclination(i), and longitude of ascending node

(Ω) must be corrected for the effects of not perfect ellipticity, using correction terms

directly sent in the navigation signal (see § 2.5.2):

φ = φ+ δ(φ) =⇒ φ = ω + ν + Cuc cos 2(ω + ν) + Cus sin 2(ω + ν)

r = r + δ(r) =⇒ r = a(1− e cosE) + Crc cos 2(ω + ν) + Crs sin 2(ω + ν)

i = i+ δ(i) =⇒ i = i0 + i̇(t− toe) + Cic cos 2(ω + ν) + Cis sin 2(ω + ν)

Ω = Ω0 + (Ω̇0)(t− toe)− Ω̇et (2.56)

where Ω̇e = 7.292115167 × 10−5 rad s–1 is the Earth rotation speed (in the WGS84

system).

The position of the satellite is in a coordinate system (GXEYEZE) where the origin

is the Earth centre of mass (G), the XEYE plane is the orbital plane, with XE passing

through the ascending node and YE perpendicular to XE ; finally ZE is perpendicular

to the XEYE plane. The obtained tern must be clockwise. Transformations to obtain
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(XE , YE , ZE) are:

XE = r cos(φ)

YE = r sin(φ)

ZE = 0 (2.57)

Finally to express the position of the satellite in the ECEF reference system:

X = XE cos(Ω)− YE cos(i) sin(Ω)

Y = XE sin(Ω) + YE cos(i) sin(Ω)

Z = YE sin(i) (2.58)

In order to compute the user position, the receiver and satellite position must be

referred to the same reference frame. As shown in § 2.3.8 some transformations must

be introduced to take into account for the Earth rotation effects during signal travel

time (Sagnac effect): these transformation expressed in Eq. 2.21 can be directly applied

to the satellite position coordinates.

2.5.5 Position computation: least square estimation

The pseudorange measurement is affected by a series of errors (Eq. 2.6) that must

be corrected as accurately as possible to obtain the precise location of the receiver

(§ 2.3.1). Some correction terms (εis(tij), ∆T iSat(t
i
j), ∆T iOrbit(t

i
j), ∆T iRel(t

i
j)) can be

directly computed by applying algorithm on parameters broadcasted in the navigation

message. Some other terms (∆T iRic(tj), ∆T iIon(tj , f), ∆T iT rop(tj), ∆T iMulti(tj ,f)) must be

directly corrected using models, and other strategies that we have previously described.

Once all parameters are computed, the remaining terms are the geometric distance and

the receiver clock offset which constitutes the fourth unknown together with the receiver

coordinates in the problem of positioning. By expressing the geometric distance of the

j-th receiver from the i-th satellite as:

Rij(tj) =
√

[Xi(tij)−Xj(tj)]2 + [Y i(tij)− Yj(tj)]2 + [Zi(tij)− Zj(tj)]2 (2.59)

and considering four satellite simultaneously in view, we can write a non-linear system

of four equations in four unknowns, starting from the four corrected pseudoranges:

ρ1
j (tj , f) =

√
[X1(t1j )−Xj(tj)]2 + [Y 1(t1j )− Yj(tj)]2 + [Z1(t1j )− Zj(tj)]2 + cεrj(tj)

ρ2
j (tj , f) =

√
[X2(t2j )−Xj(tj)]2 + [Y 2(t2j )− Yj(tj)]2 + [Z2(t2j )− Zj(tj)]2 + cεrj(tj)

ρ3
j (tj , f) =

√
[X3(t3j )−Xj(tj)]2 + [Y 3(t3j )− Yj(tj)]2 + [Z3(t3j )− Zj(tj)]2 + cεrj(tj)

ρ4
j (tj , f) =

√
[X4(t4j )−Xj(tj)]2 + [Y 4(t4j )− Yj(tj)]2 + [Z4(t4j )− Zj(tj)]2 + cεrj(tj)

(2.60)
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In these equations the non linear term:

f(Xj , Yj , Zj) =
√

[Xi(tij)−Xj(tj)]2 + [Y i(tij)− Yj(tj)]2 + [Zi(tij)− Zj(tj)]2 (2.61)

can be linearized starting from an initial receiver position value (Xj,0, Yj,0, Zj,0), some-

times coincident with the origin of the reference system. Then considering the incre-

ments (∆Xj ,∆Yj ,∆Zj):

Xj,1 = Xj,0 + ∆Xj

Yj,1 = Yj,0 + ∆Yj

Zj,1 = Zj,0 + ∆Zj (2.62)

by Taylor expansion around the initial position and limiting to first order

f(Xj,1, Yj,1, Zj,1) = f(Xj,0, Yj,0, Zj,0) +
δf(Xj,0, Yj,0, Zj,0)

δXj,0
∆Xj +

+
δf(Xj,0, Yj,0, Zj,0)

δYj,0
∆Yj +

δf(Xj,0, Yj,0, Zj,0)

δZj,0
∆Zj (2.63)

computing the partial derivatives:

δf(Xj,0, Yj,0, Zj,0)

δXj,0
= −X

i −Xj,0

Rij,0

δf(Xj,0, Yj,0, Zj,0)

δYj,0
= −Y

i − Yj,0
Rij,0

(2.64)

δf(Xj,0, Yj,0, Zj,0)

δZj,0
= −Z

i − Zj,0
Rij,0

ρij = Rij,0 −
Xi −Xj,0

Rij,0
∆Xj −

Y i − Yj,0
Rij,0

∆Yj

− Zi − Zj,0
Rij,0

∆Zj + c[εrj(tj)] (2.65)

or

ρij −Rij,0 = −X
i −Xj,0

Rij,0
∆Xj −

Y i − Yj,0
Rij,0

∆Yj +

− Zi − Zj,0
Rij,0

∆Zj + c[εrj ] (2.66)

introducing:

bij = ρij −Rij,0 (2.67)

and considering the observables for all satellites simultaneously in view (n) a system

of n equation in four unknowns with n > 4:

AX = b (2.68)
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A =


−X1−Xj,0

R1
j,0

−Y 1−Yj,0
R1
j,0

−Z1−Zj,0
R1
j,0

1

−X2−Xj,0
R2
j,0

−Y 2−Yj,0
R2
j,0

−Z2−Zj,0
R2
j,0

1

...
...

. . .
...

−Xn−Xj,0
Rnj,0

−Y n−Yj,0
Rnj,0

−Zn−Zj,0
Rnj,0

1



X =


∆Xj

∆Yj
∆Zj
c[εrj ]



b =


b1j
b2j
...
bnj

 (2.69)

Being the number of observations (n) greater than the number of unknowns (4),

the solution of the system of equations can be made by finding an estimation of the X

vector, denoted as X̂. The error vector: ê = b−AX̂ can be minimised using the least

square estimation method:

‖ê‖2 = (b−AX̂)T (b−AX̂) = (bT −AT X̂T )(b−AX̂) =

= bTb− bTAX̂−ATbX̂T −ATAX̂T X̂ =

= ‖b‖2 + ATA‖X̂‖2 − bTAX̂−ATbX̂T (2.70)

To minimise ‖ê‖2 we set to zero the derivative of the previous:

δ‖ê‖2

δx̂
= 2ATAx̂− bTA−ATb = 2ATAx̂− 2ATb (2.71)

being bTA = ATb. The derivative is zero if

ATAx̂ = ATb⇒ x̂ = (ATA)−1ATb (2.72)

the corresponding value of x̂ is given by:

x̂ =


∆Xj,1

∆Yj,1
∆Zj,1
c[εrj,1]

 (2.73)

the receiver position can be consequently updated:

Xj,1 = Xj,0 + ∆Xj,1

Yj,1 = Yj,0 + ∆Yj,1

Zj,1 = Zj,0 + ∆Zj,1 (2.74)

Some iterations can be made by substituting these values to recompute the elements

of the A array and the b vector. The new solution is obtained using the least square
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estimation (2.72). The iteration can be made until the values of x̂ reach the order of

magnitude of few meters (the nominal accuracy of GNSS pseudorange undifferenced

positioning service).

2.5.5.1 Positioning precision

As an example some tests results of positioning are depicted in Fig. 2.9. They are

obtained using the described algorithm applied only to pseudorange measurements.

Corrections are performed with the parameters contained in the navigation message

directly broadcasted by satellites. The corrected terms in the position determination

have been: ionosphere effects, satellite clock offset, relativistic effects, DCBs and the

Sagnac effect. The resulting error is due to the unmodeled errors such as residual orbit

parameters errors (ephemeris used are those of the navigation message), multipath

effect, antenna phase centre variation, ocean loading, solid Earth tides, polar motions

and troposphere delay. A further error source, introducing a bias, is due to the fact

that the position considered as true was taken directly from the header of the Receiver

Independent Exchange Format (RINEX) files containing the pseudorange observations.

In fact the accuracy of this position coordinate is not specified, and could be at meter

levels. Generally the fixed receiver position is not taken from the RINEX header file,

but is computed to achieve the needed precision. However, we only used it for a test

of the implemented algorithm.
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Figure 2.9: Time series of the absolute values for the geometric distances between the receiver
position estimated by GPS positioning algorithm and the actual receiver position (taken in the
RINEX files provided by the station). Station is figl (Figline Tuscany). Data are relative to
the month of February in 2010.

.



Chapter 3

An overview of GNSS meteorology

The GNSS is used for a wide range of applications spanning from scientific to tech-

nological and commercial activities. In addition, the simplicity of use and low cost,

encourage the installation of receivers at all latitudes, even in remote and isolated

places such as the polar regions, resulting in the growth and spread of networks of

GNSS stations. GPS Meteorology and more generally GNSS Meteorology (after the

deployment of various constellations of the different satellite positioning systems), refers

to the use of GNSS station data to extract the information of atmospheric parameters

to allows to conduct studies of meteorological and climatological conditions, commonly

also through the integration ground-based and satellite-based observations.

3.1 Techniques for the computation of the tropospheric de-
lay

As we have seen in § 2 the positioning service of satellite navigation systems depends

on some factors which must be taken into account, estimated and corrected with the

required accuracy. For this reason the computation of all these factors, including the

tropospheric influence on the GNSS signal was addressed from the beginning of the

GNSS era. The first studies and attempts to estimate the tropospheric delay and then

ZTD (or ZPD) are contemporary with the GPS system start of operations. Simul-

taneously the possibility of extract integrated values of water vapour content, given

measurements of ground pressure spatially and temporally coincident with the ZPD

measurement, has been investigated. The accuracy of water vapour content estimate

is directly linked to the precision of the ZPD estimate.

Most of available geodetic softwares are able to process data coming from single

receivers as well as from GNSS networks and they provide the estimate of ZTD with

very high precision. At present most popular softwares are BERNESE ([27]), GAMIT

([28]) and GIPSY-OASIS ([29]).

As shown in § 2.3 the measurement of pseudorange (Eq. 2.6) and carrier phase

(Eq. 2.7) includes the tropospheric effect on the signal. To extract the tropospheric

75
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delay value all the other terms of the equation must be estimated. Some standard pro-

cessing algorithm are made available by the GNSS community (see for instance [21]),

whose most important were briefly introduced in § 2.3. Different processing approaches

can be adopted: Zero Difference (ZD), Single Difference (SD), Double Difference (DD)

and Precise Point Positioning (PPP). In all the algorithms the observations of a receiver

relative to the various satellites in view are simultaneous, and therefore are affected

by the same bias and drift of the receiver clock. This redundancy allows to estimate

and remove the clock error of the receiver using basic algorithms (e.g. least squares) or

more complex methods like optimal estimation algorithms (e.g. Kalman filter). Fur-

thermore to estimate (or eliminate) the satellite clock errors and biases, it is necessary

to process data from networks of stations. In most of cases the ZD, SD and DD ap-

proaches lead to the same result, whereby estimating or eliminating clock parameters

makes no differences. A different approach is the PPP where the satellite clock errors

are taken as an input data (see for instance [23]) and used in the signal processing.

Only the receiver clock estimation must be performed and consequently the approach

can be used also for a single receiver data processing.

By eliminating all other factors from pseudorange and carrier-phase the Slant Total

Delay (STD) also known as Slant Path Delay (SPD) can be obtained. STD is referred

to a single satellite receiver direction and it is highly noisy and varying in time for each

pseudorange and carrier-phase observation. Consequently STDs can be computed by

averaging over a time series of observations, to reduces the noise. The most common

practice is the introduction of geometric function for the projection of the STDs to the

zenith direction. All the STDs relative to different satellites in view are projected to

the zenith using this geometric function. Redundancy is the way for the estimation

of ZTD, directly from the observations using least square or other kind of estimation

approaches.

The geodetic softwares parameterise the STD as the product of a mapping function

(i.e. a function taking into account each observation geometry) times the ZTD using

the following expression:

STD = mh(θiej(tj))ZHD(tj) +mw(θiej(tj))ZWD(tj) (3.1)

where mh() and mw() are mapping functions for the hydrostatic and wet component

respectively, θiej(tj) is the elevation angle of the i-th satellite respect to the j-th receiver

at time tj . Also ZWD and ZHD are computed at time tj .

As shown in § 1.3.2 the ZHD can be computed using surface measurements of

pressure coincident in space and time with the GNSS measurement of the receiver.

Some mapping functions are based on truncated forms of continued fractions, the
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first of which was introduced in [30]:

m(θe) =
1

sin θe + a
sin θe+

b
sin θe+

c
sin θe

(3.2)

where a,b,c can be constants or linear function empirically determined using refrac-

tivity profiles generally obtained using Very Long Baseline Interferometer (VLBI) and

balloon data; θe is the elevation angle. Several mapping function of the same type (con-

tinued fraction expansion) have been developed, with increasing accuracy. The most

widely used are the Niell Mapping Function (NMF) ([31]) and the Global Mapping

Function (GMF) ([32]): both functions depend only on the station coordinates and the

day of the year. The NMF is a fraction truncated at the third order, and zenith nor-

malised at the unity; it is not dependent on a specific meteorological parameter, but is

based on time fluctuations of atmospheric mass. The coefficients have been computed

using profiles of U.S Standard Atmosphere Supplements, 1966 ([33]). Also the GMF

is empirically based on the computation of coefficients, but using Numerical Weather

Model (NWM) data collected from the European Centre for Medium Range Weather

Forecasts (ECMWF).

Some other mapping functions are based on data from NWMs: the Isobaric Map-

ping Functions (IMF) are determined from the height of the 200 hPa pressure level for

the hydrostatic part and from temperature and humidity for the wet part which can

be easily extracted from NWM on a global grid ([34]); the Vienna Mapping Functions

1 (VMF1) are rigorously determined from the refractivity profiles downloaded with the

best resolution at selected sites ([35]). All mapping functions have a range of applica-

bility, typically spanning from the zenith direction (elevation=90 deg) to a cut-off angle

(the lowest usable elevation) variable from case to case. On the other hand a cut-off

angle must be introduced to exclude from the processing the observations affected by

strong multipath effects.

In the model of Eq. 3.1 the atmosphere is assumed to be horizontally layered and az-

imuthal symmetric. Azimuthal asymmetries may introduce significant errors in geode-

tic measurements where high precision is required. To get higher order accuracy, the

refractivity can be modeled in function of the horizontal direction resulting in a cor-

rection term owing to the azimuthal asymmetry. The improved model is given by an

azimuthally asymmetric component added to the symmetric one.

STD = mh(θiej(tj))ZHD(tj) +mw(θiej(tj))ZWD(tj) +

+ m∆(θiej(tj)) cot θiej(tj)
[
GN cos θiaj(tj) +GE sin θiaj(tj)

]
(3.3)

where θiaj(tj) is the azimuth angle measured eastward from north, G = GN +GE is the

gradient vector, namely the horizontal asymmetry, and m∆() is the gradient mapping

function. The projection of the asymmetric delay in the horizontal plane is given by
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the dot product between the azimuth direction vector1 and the gradient vector, thus

it is greatest when the azimuth vector points along the gradient vector, and it is zero

when the azimuth vector is perpendicular to the gradient vector. By multiplying times

the cotangent of the elevation angle, the component along the zenith direction is given;

finally the mapping function allows to project along the satellite line of sight. This may

allow to use the same mapping function for all the different components. Some further

improved versions of the model gradient replace the term m∆(θiej(tj)) cot θiej(tj) with

mapping functions of the azimuthal angle. As a result the values of ZWD, and gradient

components are the unknown to be estimated, given a set of observations.

Considering both ZWDs and gradients as a function of time is however not very

practical, because the redundancy reduces with the introduction of gradient parameters,

and further it reduces having to estimate three different parameters for each time step.

The gradient model is better suitable when both kinds of parameters (ZWDs and

gradients) are considered global or in the context of a specific area where a network of

receivers is available, which is able to increase the number of observations.

3.2 The IGS ZPD product and its accuracy

The ZPD estimation algorithm was initially developed to address the need of tropo-

spheric correction in position determination, but from some years the scientists are

using this product in the field of meteorology and climatology, focusing on the impact

in the determination of the content of water vapour in the atmosphere and on the

possibility to use the product as a source of information to be assimilated within the

numerical weather models (§ 3.5). The ZPD product is organised as a correction term,

as initially it was used in the positioning software processing. The distribution of the

product is well-established, and has been active since 1997. The IGS has several Anal-

ysis Centers that process near real time data from the IGS reference receivers network

to produce the ZPD products. Each centre uses different local ground networks, with

different algorithms, softwares and parameters in the data processing. Born from a

natural need for homogenisation, since 2003 at Jet Propulsion Laboratory (JPL) a new

ZPD product has been implemented and made available. It uses the GIPSY-OASIS

software ([36]) to process all available IGS sites data. Basically the software adopts a

PPP method. Two steps can be distinguished in the processing. First, precise GNSS

satellite positions and clock corrections are determined from a globally distributed net-

work of receivers. The associated products are the satellite positions and clock errors,

directly provided by the IGS. Several types of products are available, with different

time resolutions, accuracies and delivery times. Some of them can be available up to

1We refer to the azimuth direction vector as the projection of the satellite tracking direction in the
horizontal azimuthal plane.
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every 5 minutes. To get higher sampling rates they must be time interpolated. The

second step is the processing of single receiver or local network data to get the needed

estimation. This processing uses a cut-off angle of 7 deg to eliminate observations on

satellites too low on the horizon and the associated problems of multipath. An NMF

([31]) is used as mapping function both for the wet and the hydrostatic components.

As first guess an hydrostatic delay value varying with height (typically 2.3 m at sea

level) and a wet delay value typically fixed to 0.1 m are used. An unique file for each

reference station and for each day is produced. The time sampling of the ZPD esti-

mates is 5 minutes. This product has been used for the present work and it has been

acquired as part of NASA’s Earth Science Data Systems and archived and distributed

by the Crustal Dynamics Data Information System (CDDIS). A subset of this dataset

has been selected, i.e. a time series from 2001 up to 2011 of five minutes ZPDs, for

some test sites over Mediterranean area (see § 4.2 for more details).

As the precision of the retrieved water vapour (§ 3.3) is strongly dependent on

the precision of the ZPD estimation, we have made some comparisons on the selected

dataset. Balloon data have been used as reference measurements. Between the IGS

reference sites available for this work (see § 4.2) the Cagliari one (cagl) has been cho-

sen because balloon data are closer to the GNSS station and the height limit of the

observations is greater, thus it potentially gives a more reliable comparison.

Therefore, a comparison between ZPD, GNSS-based and estimated from balloon

soundings respectively, has been applied to a dataset of about 10 years (2001 to 2010).

The value of ZPD calculated by balloons is simply given by the integral of the refraction

index n(z) or the refractivity N(z) along the vertical path between the surface level

(z = 0) and the height of satellite (zs) over the Earth surface:

ZPD =

∫ zs

0
n(z)− 1 dz =

∫ zs

0
N(z)× 10−6 dz (3.4)

As upper limit of balloon (zb) data is certainly below zs, this can be split in two terms

ZPD =

∫ zb

0
N(z)× 10−6 dz +

∫ zs

zb

N(z)× 10−6 dz (3.5)

Expliciting the refractivity as in Eq. 1.24, and assuming the absence of water vapour

above the upper limit of the radiosonde, which is in the specific case almost always

greater than 25 km, above which the wet refractivity term can be neglected:

ZPD =

∫ zb

0
N(z)× 10−6 dz +

∫ zs

zb

(
Pd
T
Z−1
d )× 10−6 dz (3.6)

The term that refers to the part of atmosphere above the balloon observation is only an

hydrostatic component. Similarly to what described in § 1.3 and focusing on Eq. 1.34,

it can be expressed as a function of pressure and heigth of the upper balloon level. The

term of zenith path delay, which is related to the portion of the troposphere sensed
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by the balloon, has been approximated as a discrete piecewise linear integration of the

refraction index:

ZPD =

Kb−1∑
0

ni + ni+1

2
· (zi+1 − zi) +

+ 22.276× 10−6 PKb
9.784(1− 0.002626 cos(2λ)− 0.00028zKb)

(3.7)

being Kb the number of measurement levels of the balloon and PKb and zKb the pres-

sure and the height of the last level of balloon measurement respectively. The refrac-

tion index for each measurement level can be computed from the refractivity formula

(Eq. 1.24), using the measurements of pressure, temperature and relative humidity

(converted in water vapour partial pressure using Eqs. 1.13 and 1.14). The comparison

with balloon measurements is depicted in Fig. 3.1. A correlation value of ρ = 0.9102

attests a good accuracy in the estimation of the zenith tropospheric delay from the

GNSS station data.

Figure 3.1: Comparison between GNSS-based and Balloon-based ZPD. Observation period is
2001-2010. Selected site is Cagliari. Both 00 and 12 Balloon data are included in the analysis.

The value of the RMSE is 56.955 mm. The deviation of the fit line with respect to

the perfect matching line means that there is a relative bias within the domain of the

variable values, superimposed on a visible dispersion greater for higher ZPD values.

Knowing that the hydrostatic part of the delay is approximately 2300 mm and remains

fairly constant, when atmospheric pressure is not excessively low, the variability of

the ZPD depends mostly on the wet component. This dispersion may portend a worst
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estimate of the content of water vapour, in presence of high atmospheric humidity. This

actually occurs with the classic method of estimating the content of water vapour, since

it is obtained directly from the ZPD, but not necessarily in the method proposed in

this work, since it is based on a probabilistic approach, as we will better see later.

It should be noted that the approximation of the formula is valid for measures on

the ground, while we have assumed the validity also in the highest level of balloon

measures.

3.3 Computation of the precipitable water

The ZPD is available downstream the processing of GNSS receivers data. We thor-

oughly described that ZPD is given by an hydrostatic and a wet component (ZHD and

ZWD respectively). If the GNSS receiver installation site is equipped with a station

measuring pressure, the ZHD can be computed (§ 1.3.2) and the corresponding ZWD

can be extracted (§ 1.3.3). In particular the flow of calculation first involves the appli-

cation of the formula of Eq. 1.34, using the surface pressure measurement (P0) latitude

and height (lon, z0) of the weather station, for the computation of ZHD. The second

step is the conversion in IWV, by reversing the formula of Eq. 1.37:

IWV =
ZWD ·Mw

10−6 ·R

[
K ′2 +

K3

Tm

]−1

(3.8)

Beyond the constants (Mw, R) and coefficients (K ′2, K3 ), which we thoroughly dis-

cussed § 1.3, the term Tm (as defined by Eq. 1.36) must be carefully chosen. An

example to which we have referred in this work is provided by [37]. The weighted mean

temperature (Tm) in Kelvin for the GNSS stations in the Mediterranean area can be

approximated as a function of the surface temperature (T0):

Tm = mT0 + c (3.9)

beingm = 0.7162 and c = 71.7054 two empirical constants obtained by linear regression

on a dataset of Italian balloon measurements.

Finally the precipitable water is obtained applying Eq. 1.38. The result is an

estimation of the IWV or PW along the vertical column with good time resolution,

theoretically up to a few seconds, but typical of 30 minutes, to have enough time for

averaging. As reported in [38] several validation studies have compared the GNSS-IWV

estimates with radiosoundings and microwave radiometer measurements. The errors

associated with GNSS-IPW estimates as compared to radiosondes and Water Vapour

Radiometers (WVR) are of the order of few millimeters.

We carried out a test on a ZPD one year dataset, we applied the PW estimation

technique jointly using the surface measures of pressure (P0) and temperature (T0).
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Fig. 3.2 shows a scatter diagram of the precipitable water estimated through the process

just described, compared with that obtained by radiosondes measurements.

Figure 3.2: Comparison between GNSS-based and Balloon-based PW. Observation period
is 2011 full year. The selected site is cagl. Both 00 and 12 Balloon data are included in the
analysis.

The ZPD data are not the same of Fig. 3.1, but the results are consistent with

what previously discussed, and therefore they give further confirmation. In fact the

correlation is relatively high (ρ = 0.9105), and the value remains practically equal to

that obtained for the ZPD. Even in this case there is a strong bias in the estimates

of PW. The value of the angular coefficient of the straight line fit remains essentially

unchanged, in this case too, the spread of values increases with the reference values,

confirming what above described. In other words the relative error of the precipitable

water content estimate is approximately constant varying precipitable water content.

Finally the value of RMSE (5.0512 mm) is consistent with what is found in literature.

In this example, only the results of a single test site are reported. Other considerations,

and a more exhaustive framework will be made by analysing the results of all test sites

chosen (see § 4.4 and § 5.2), comparing the standard technique described in the present

section with the technique object of the present work.

3.4 Recent methods for 3D reconstruction of water vapour

The term Slant Water Vapour (SWV) refers to the full water vapour content along

the satellite receiver line of sight. The values described above of PW are essentially
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averages of all the available values of SWV over a time period ranging from 5 to

30 minutes, projected to the vertical column. The main advantage of averaging is

the noise reduction, but it undoubtedly involves a partial loss of information. The

availability of SWV estimates could help to reconstruct the tridimensional anisotropy

of tropospheric water vapour content. For this reason in recent years a series of methods

have been investigated and developed to extract the values of Slant Wet Delay (SWD)

and consequently the SWV. This chapter does not want to do an exhaustive discussion

of such practices but only to highlight their existence and describe some characteristics

and prerogatives.

3.4.1 Slant wet delay retrieval

As the ZTD also SWD can be split in an hydrostatic (SHD) and a wet components

(SWD). Most of techniques uses mapping functions to obtain the values of SWD and

SHD (see Eq. 3.1):

STD = SHD + SWD = mh(θiej(tj))ZHD(tj) +mw(θiej(tj))ZWD(tj) (3.10)

or alternatively introducing an asymmetry and the horizontal gradient as further un-

known, as in Eq. 3.3. SWD or alternatively STD are the observables for the tomography

and are directly connected to the wet refractivity (§ 1.3).

Most of software applications estimate the zenith hydrostatic component by us-

ing surface pressure measurements, and remove it from the observables, once they are

projected to the zenith direction. The SWDs are given by mapping back to the line

of tracking, the resulting zenith wet delays quantities and the horizontal gradients if

computed. This can recreate the individual averaged slant delay measurements. The

decomposition of the refractivity into a zenith component plus a horizontal gradient is

certainly an approximation with consequent possible errors in the refractivity 3D struc-

tures reconstruction, and the loss of the ability to describe some features. However the

transformation from the zenith occurs for two main reasons: to reduce the noise and

to eliminate the hydrostatic component, otherwise difficult to eliminate.

The starting point of the tomography is a set of observables put in relation with

the wet refractivity:

SWD = ANw (3.11)

where A is the direct model matrix. This model must be inverted to reconstruct the

3D structure of the wet refractivity.

3.4.2 Tomographic approaches

The 4D-WV (time and space water vapour behavior) reconstruction has been recently

addressed by the study and set up of tomography methods applied to GNSS observa-
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tions. All methods must start from the estimate or the measurement of the STD or

alternatively SWD.

In [39] a method is introduced for dividing the atmosphere in a number of volume

cells (voxels), in each of which a value of refractivity Nk must be assigned. Each STD

is given by the summation of each Nk intercepted by the signal ray, multiplied by the

path length in that cell. Once the grid is defined, assuming the grid point refractivity

values almost constant for an appropriate time window and given a sufficient number of

observations from a dense network, the problem can be correctly addressed and solved

using a least square estimation method. A method of this type provides an instan-

taneous estimate. To obtain the time evolution of the parameters some works have

introduced the use of a Kalman filter, assuming a time variation model for refractivity

(see for instance [40]).

Other methods are the Algebraic Reconstruction Techniques (ART), that process

the A matrix by iterations without any inversion technique ([41]), processing row by

row. An initial atmosphere status must be provided (e.g taken from a NWM run) in

terms of atmosphere wet refractivity guess (N0
w). For each iteration a new atmospheric

state and the corresponding set of SWDs are computed (see Eq. 3.11). The values of the

current estimate are compared with the measured ones. The result of this comparison

is used to modify the current estimate, thereby creating a new estimate. The iteration

stops when the desired accuracy is reached and the difference between the SWDk at

step k-th and the measured SWDs is below a certain threshold. The solution proposed

by [41] uses the Multiplicative Algebraic Reconstruction Technique (MART) and can

be summarised in the following formula:

xj
k+1 = xj

k ·
(
SWDi

Ai · xk

) λAij

|Ai|2 (3.12)

where j = 1, ..., N denotes the grid cell, i the observation and k the iteration step. x is

the value of wet refractivity, the Ai vector is the the row of the A matrix containing the

elements of the ith observation in all the N grid cells, λ is the relaxation parameters.

Further improvements come from the use of phase measurements for the recon-

struction of SWD. This kind of method ([42]) is completely different as introduces the

calculation of the refractivity for each voxel directly in the receiver measurements data

processing. Therefore the refractivity becomes a parameter to be estimated together

with all others (clock errors, integer ambiguities etc ...). However, the availability of a

sufficient number of satellites and receivers would lead a sufficient number of observa-

tions for a precise solution of the problem (although under-constrained), through the

estimation of this high number of parameters.

Beyond the recent and ongoing developments almost all methods are characterised by

some of the problems listed below:
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• The number of observations is very important and must be sufficiently high to

allow the solution of the problem. Due to the high temporal and spatial variability

of water vapour, the tomography techniques require small and dense networks of

GNSS stations, with consequent operating costs.

• The number of grid points must be chosen as a compromise between the desired

resolution and the ability to reconstruct each voxel values by means of a sufficient

number of observations. We must also take into account the computational costs

of very high resolutions.

• The intersection of satellites rays is very irregular, both in time and space, as

well as the accuracy of the estimate. This causes a non uniform distribution of

observations, and a non uniform accuracy of the solutions.

• All conventional methods allow in some way the reconstruction of atmospheric

wet refractivity. The transition to 3D water vapour content is not immediate

since, according to Eq. 1.29, the temperature value must be known or estimated

in every voxel. One possible solution is to use weather models either as ancillary

data or as assimilation platform of the wet refractivity data.

3.5 Assimilation of ZPD in meteorological models

A Numerical Weather Predicion (NWP) model simulates the evolution of the atmo-

spheric processes numerically solving a set of partial derivative equations of the fluid

dynamics and thermodynamics that represent the physical processes of the atmosphere.

Therefore they require initial and boundary conditions in order to operate and process

data. The initial conditions of a model are a set of physical quantities defined typically

through proper interpolations in all the grid points of the model and compatible with

the model equations. They must be as accurate as possible, for an accurate data ini-

tialisation of the models.

Observations explore the reality through several instruments that provide informa-

tions about the real initial conditions to be ingested into the model. Unfortunately

observations are few, sporadic and for localised points or areas and have their own

uncertainty. For this reason they cannot be directly ingested by meteorological models

and a preprocessing is needed to make them compatible with model input. The full

process that elaborates the available observations and ancillary information to create

the initial model conditions is called assimilation.

A state analysis is the initial state of the atmospheric variables to be assimilated

into the model and is defined as a set of prognostic variables defined on all the grid

points. This operatively derives from a combination of a background field distributed
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on a regular grid and the observations which instead are spatially and temporally ir-

regular.

Different types of initialisation techniques exist. In this chapter we will consider

only a dynamic (nudging) and a variational (3D/4D-var) initialisation methods which

are among the most used to assimilate ZPD/PW-based GNSS observations in numeri-

cal weather models.

The dynamic initialisation is conducted during a time period of the model equation

integration on which the observations are used as constraints for the dynamics of the

model variables. After this initialisation period the constraints are removed. The nudg-

ing technique falls into this category. During the initialisation time, the dynamic of a

prognostic model variable (a) is driven by the model dynamical and physical equations

(F (a, t)) adding an artificial forcing term, called nudging term, whose strength depends

on the difference between the observed value and the coincident model field:

da

dt
= F (a, t) +G(t)

N∑
i

wi(ai − a) (3.13)

G(t) is the nudging function generally increasing approaching the time the observations

refer to; wi is an analysis weight; ai is one of the N observed values, and a is the model

value. During the integration period the model output could be unrealistic, due to

the nudging coefficient, that alters the physically-based structure of the model. After

the initialisation time the nudging term is removed and the model dynamic is again

governed by only physical equations. After an additional relaxation time (so called

spin-up time) the outputs of the model will be considered as valid forecasts. As shown

in [43] the nudging techniques has been applied for the assimilation of ground-based

GNSS data, at Deutscher WetterDienst (DWD) and Meteo Swiss. An example of the

nudging application is the use of precipitable water (PW obs) estimated from ZPD as

described in § 3.3 using, as ancillary data, pressure and temperature fields from the

model. The specific humidity profile is computed for each model level (k) as:

qobsv (k) =
PW obs

PWmod
qmodv (k) (3.14)

where the superscript mod denotes the model output of the variable. The so obtained

specific humidity quantity constitutes the observation to be assimilated. A weighting

function (wq(k)) proportional to the thickness of the (k) level and to the saturated

specific humidity is used in the nudging scheme (Eq 3.13).

The other method, that we want shortly describe, is the variational one, the most

used in research and up to date also for the assimilation of GNSS-based observations

into operational weather models. In the Three Dimension Variational (3D-var) assimi-

lation process the aim is to identify the initial state as the most probable atmospheric

state x at a given time, conditioned to the measurements ỹ and to the forecast output
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of the weather model x̃ (at that time). This probability, applying the Bayes theorem,

can be written as:

p(x|x̃ỹ) =
p(x)p(x̃ỹ|x)

p(x̃ỹ)
(3.15)

Assuming the worst case of the less informative a priori, i.e an uniform probability

distribution for the prior atmospheric state variables (p(x) = const) in the range of all

possible values, considering p(x̃ỹ) as a normalisation term constant with respect to x

(when normalising p(x|x̃ỹ)) and applying the product rule, the probability becomes:

p(x|x̃ỹ) = p(x̃|x)p(ỹ|xx̃) · const (3.16)

In the second term only the conditioning on the atmospheric state x could be consid-

ered, since the knowing of the output model state (x̃) is irrelevant for the measurement

result (ỹ) when the actual atmospheric state (x) is known. Moreover the dependence

on the state variable x can be expressed also by introducing the observable operator

H(x), that maps from the model space to the observation space, such that y = H(x):

p(x|x̃ỹ) = p(x̃|x)p(ỹ|H(x)) · const (3.17)

The assimilation process must find the value of x that maximises the probability dis-

tribution on the left-hand term of Eq. 3.17. Assuming two Gaussians probability dis-

tribution function for the right-hand term of Eq. 3.17, i.e:

p(x̃|x) =
1√

2πB
e[−

1
2

(x̃−x)TB−1(x̃−x)]

p(ỹ|H(x)) =
1√
2πR

e[−
1
2

(ỹ−H(x))TR−1(ỹ−H(x))] (3.18)

the exponents of the two Gaussian functions must be minimised. B and R are the

covariance matrices, of the NWP model status and the observations (including errors

of representativeness) respectively:

B = (x̃− x)(x̃− x)T

R = (ỹ −H(x))T (ỹ −H(x)) (3.19)

The upper bar indicates an average value over the samples number. In general the

computation of B and R is difficult2.

In the hypothesis of independence between uncertainties of the measurements and

the model outputs, i.e. (x− x̃) · (y− ỹ)T = 0, the cost function (J(x)) to be minimised

is:

J(x) =
1

2
(x̃− x)TB−1(x̃− x) +

1

2
(ỹ −H(x))TR−1(ỹ −H(x)) (3.20)

2A rigorous approach should require the knowledge of the true atmospheric state x, that is obviously
impossible. Some assumptions and proper techniques must be used to compute B and R (see for
instance [44]).
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The first term of the cost function is called background term because it is only

model dependent. A further general difficulty is the inversion of the B and R matrices,

due to their dimensions. The solution can vary case by case.

An example of 3D-var application for the initialisation of the fifth-generation of

the NCAR Meososcal Model (MM5) is provided in [45]. A separate term in the cost

function is introduced due to the GNSS observations (JGNSS), defined as:

JGNSS(x′) =
1

2
(ỹ′GNSS −H(x′))TR−1GNSS(ỹ′GNSS −H(x′)) (3.21)

where x′ is the vector analysis increment such that xa = xb + x′, ỹ′GNSS is the ZTD

observation, xb is the background state vector, xa the state analysis vector, RGNSS

the covariance matrix of the GNSS observation error. Assuming the observation errors

uncorrelated, the R matrix becomes diagonal. The observation operator is the model

simulation of the ZTD. It is directly given by applying Eqs. 1.34 and 1.37 on the model

outputs. The final solution xa is given by minimisating of the total cost function given

by the background term and the conventional observation term of Eq. 3.20, adding

the specific GNSS observation term (Eq. 3.21). Benefits of the ZTD assimilation have

been found not only in the improvement of the forecast of the humidity content, but

also in the decrease of errors in the wind components and temperature. The effects of

assimilation of ZTD can be seen also in the precipitation forecast.

The assimilation of GPS ZTD data gives potential greater benefits using Four Di-

mension Variational (4D-Var) due to its ability to utilise the very high temporal reso-

lution of the observations. The 4D-Var is an extension of 3D-Var where not only the

instantaneous atmospheric state is under processing but also its step by step tempo-

ral evolution. The cost function in 4D-Var is a function of discrete increments of the

atmospheric state. This is maximally exploited in the Rapid Update Cycle (RUC)

operational weather prediction systems, running every hour out to at least 18h and

with the consequent need of updated measurements data to perform the assimilation

process. The same applies to the Rapid Refresh (RAP), the next-generation version of

the 1-h cycle system that replaced the operational RUC at NOAA/NCEP.



Chapter 4

Probabilistic retrieval of
atmospheric parameters

4.1 Theoretical aspects

In atmospheric science and physics the available measurements are in most of cases

affected by relevant errors. These uncertainties should be considered through proper

processes and models, to set up an inference process from incomplete and noisy in-

formation. In any experimental situations prior information can be available for any

parameter involved in the experiment (this information is usually expressed in the

form of a probability distribution). These may result from previous studies done on

the same phenomenon or investigations or even inferred by the operator from some

related knolegde. When this kind of additional information is wanted to be considered

the Bayesian inference can be used to combine the prior information with the obser-

vations coming from experimental data, to obtain a posterior distribution. If the prior

information is properly chosen and is representative of the involved experiment the

posterior probability should represent clearly and precisely the phenomenon and the

parameters.

In meteorology the prior information can be extracted from the analysis of time

series of collected observations. Typically the choice of prior distribution is made be-

tween numerical weather model data or climatic weather observation data giving a well

representativeness of the possible values occurrence. Particular attention should be

made in the determination of the dataset extension, to find a compromise between the

need to go back in time to have a large enough number of data, but not too much so

as not to be affected by climate change.

89



90 4 Probabilistic retrieval of atmospheric parameters

4.1.1 The Bayes Theorem

According to probability theory, given an event B such that Pr(B) > 01 the conditional

probability of the event A given the occurrence of the event B is defined as2:

Pr(A|B) =
Pr(A ∩B)

Pr(B)
=
Pr(AB)

Pr(B)
(4.1)

In a dual manner the conditional probability of the event B given the occurrence of

event A can be defined. By inversion of Eq. 4.1 it can be written:

Pr(AB) = Pr(A|B)Pr(B) = Pr(B|A)Pr(A) (4.2)

Finally, by combination, the Bayes theorem can be obtained:

Pr(A|B) =
Pr(B|A)Pr(A)

Pr(B)
(4.3)

Note that in Bayesian inference the most representative probability of an event A is

not an intrinsic feature of the event, but it depends on the information available.

4.1.2 Application of the Bayes theorem to the measurement process

Let us define as x the true value of an observable and as x̃ the result of a measurement

of x. In addition let us indicate with I is the background information containing all

the additional knowledge (e.g. environmental conditions of the measurements).

The calibration of a measurement instrument is a process to obtain the so called

likelihood probability distribution function p(x̃|xI), which is the probability that given

the true value x, the quantity x̃ is obtained as a result of the measure. Typically, the

calibration is done in a controlled environment, as in a laboratory in which the value

to be measured is known with very high accuracy.

On the other hand the goal is to find a way to lie the measurement result to the

true value of the quantity. This is essentially equivalent to compute the probability

distribution function: p(x|x̃I). Through the Bayes theorem (Eq. 4.3) the calibration

and the measurement probability distribution functions are related as:

p(x|x̃I) =
p(x|I)p(x̃|xI)

p(x̃|I)
(4.4)

The value of p(x|I) is the prior probability of x, i.e. all the information that can

be drawn on the quantity to be measured, based on ancillary knowledge, previous

measurements theoretical considerations, etc., for example the range of possible values

for x, or better an estimation of the occurence of the x values in a certain period of the

day or of the year, as obtainable from a proper dataset of x. The denominator term

can be interpreted as a normalisation factor, which is normally calculated in such a

way that
∫
p(x|x̃I)dx = 1 over all possible values.

1We indicate as Pr a probability, and as p a probability density.
2We indicate the expressions Pr(AB) ≡ Pr(A ∩B) as the joint probability of events A and B.
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4.1.3 Application of the Bayes theorem for a model inversion

4.1.3.1 Bayesian inference

A slightly different situation occurs when, for example using a model, the space of the

observables3 (y) is not coincident with the space of the model states4 (x). In such a

case an observable operator f(x) is defined by the model as a function whose domain

and codomain are the atmospheric states space and the observables space respectively.

In numerical models an important distinction is made between prognostic variables

(x) that appear in the equations of the model and the output variables (y), defined

diagnostic. The prognostic variables are used to reconstruct the link between the

physical model variables at different time instants, by allowing the prediction to proceed

forward in time. Therefore they constitute the state of the system. In numerical

weather models diagnostic variables are calculated at every instant applying balance

equations (mass and energy) and the equation of state of gases to prognostic variables.

This set of equations is the operator of the model f(x).

The model operator is an approximation of the reality that takes into account the

knowledge of the physics of the involved variables. Consequently it is characterised by

a specific accuracy ε:

ε = y − f(x) (4.5)

If different and independent instruments are available to measure x̃ and ỹ respec-

tively, giving a sufficient number of observations, it is possible to compute the prob-

ability density functions: p(x|x̃I) and p(y|ỹI). Using the observable operator it is

possible to compute p(f(x)|f(x̃)I). Moreover for each pair of measurements (x̃, ỹ),

relative to the same condition of the system under study, an indirect estimation of ε̃

can be extracted5. The probability distribution function p(ε|x̃ỹI) is the conditional

probability of each value of ε, the uncertainty of the model, given the real measures

of the state and the observable, including both the instrumental uncertainty and the

model uncertainty. It is generally difficult to have coincident measurements x̃ and ỹ; in

addition the indirect measurement ε̃ is not strictly connected with ε, therefore in order

to obtain this probability some additional considerations are required. For example as

ε is a not modeled quantity, it can be treated as a stochastic variable independent from

the measured values and consequently p(ε|I) = p(ε|x̃ỹI). However some assumptions

and approximations must be introduced about the distribution form on the basis of

observations and model parameters. Therefore it is difficult to obtain analytically the

distribution p(ε|I).

3An observable is a quantity measurable through proper measuring instruments. It can correspond
to mathematical operators used in the calculation of measurable quantities.

4We introduce the vector notation as in general we will consider observable and model output
vectors as composed by different parameters.

5Let us indicate with ε̃ a measurement of the model operator error (see Eq. 4.5).
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4.1.3.2 Model Inversion

The aim of the inversion of a model is to find the probability distribution p(x|ỹI).

Using the Bayes theorem it can be written:

p(x|ỹI) =
p(x|I)p(ỹ|xI)

p(ỹ|I)
(4.6)

where the p(x|I) is the prior distribution of the available dataset of vector states and

the denominator term p(ỹ|I) can be treated as a normalisation factor.

The remaining term, using the marginalisation rule can be written as:

p(ỹ|xI) =

∫ +∞

−∞
p(ỹε|xI)dε (4.7)

By applying the product rule:

p(ỹε|xI) = p(ε|xI)p(ỹ|εxI) (4.8)

The probability distribution p(ε|xI) is result of the verification of the model and can

be written as:

p(ε|xI) = p(y − f(x)|xI) (4.9)

If ε and x are given is also given y using Eq. 4.5, so it can be written:

p(ỹ|εxI) = p(ỹ|yI) (4.10)

where the last distribution is given by the calibration of the instrument. Moreover if

x is given, it is a constant quantity, as well as f(x), and thus from Eq. 4.5: dε = dy.

The integral of Eq. 4.7 can be rewritten as:

p(ỹ|xI) =

∫ +∞

−∞
p(ỹε|xI)dε =

∫ +∞

−∞
p(y − f(x)|xI)p(ỹ|yI)dy (4.11)

Finally the posterior probability of Eq. 4.6, considering the quantity p(ỹ|I) a normali-

sation factor, can be rewritten as:

p(x|ỹI) ∝ p(x|I)

∫ +∞

−∞
p(y − f(x)|xI)p(ỹ|yI)dy (4.12)

Therefore it is necessary to know the conditional probability of each possible real observ-

able value y given model state x to compute the integral of Eq. 4.12 and to obtain the

posterior probability of the model state. Generally this problem can not be solved ana-

lytically, unless some assumptions are made. The definition of the likelihood of Eq. 4.11

requires specifying the model error distribution. Further development of Eq. 4.12 can

be made if several measurement ỹ are available and the measurement uncertainties are

known. Variance and covariance parameters can be included in the inversion scheme

for the assessment of the probability distribution of the model uncertainty given the

model state.
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4.1.3.3 The adopted scheme

A completely different situation occurs when there is no way to define or to estimate

the conditional probability p(ε|xI). In fact in many cases it is not possible to esti-

mate ε given the state of the model, because normally it is not possible to separate

the observable measurement error from the model error. In such cases Eq. 4.12 can

not be applied and it is necessary to find another method to compute the likelihood

distribution p(ỹ|xI).

If, as in the case of the present work, there is the availability of a large dataset

of independent measurements and state vectors (for example the output of a model),

it can be exploited to find out any eventual correlation between observables measure-

ments and status variables. An attempt to find out an empirical or semi-empirical

relationship able to provide the likelihood probability distribution can be consequently

made.

The aim of this work is to derive an estimate of the atmospheric state starting from

a series of ground measurements. The vertical atmospheric state is determined if the

values of the L atmospheric variables are known in the vertical column (namely the

vertical profiles of L = 3 variables: pressure, temperature and humidity, as seen in

§ 1). A vector state x can be intended as a discretisation of the atmospheric state by

sampling it at N different levels above the Earth surface.

A representative set of some physical observables y must be chosen, whose mea-

sures may allow to express the likelihood probability distribution p(ỹ|xI). Once those

physical observables are measured, the probability distribution for the possible N × L

components of the atmospheric state vectors x can be obtained using Eq. 4.6.

Plausible expressions for the p(x|I) prior may be obtained using a large set xi, i =

1, ...M of possible atmospheric states, thought representative of the meteorological sit-

uation under observation. In practice a suitable set can be generated by a physical

atmospheric model, as done for the ensemble forecasts, or extracted from a database

of real measurements, or as a combination of them. The model inversion equation

(Eq. 4.6) leads to the discrete posterior probability of each atmospheric state:

Pr(xi|ỹI) = Pr(xi|I)p(ỹ|xiI)B (4.13)

where B is a normalisation constant including the prior p(ỹ|I). It can be calculated

simply imposing the normalisation of the probability Pr(xi|ỹI) all over theM possible

states of the set xi. For instance, if the same prior probability 1/M is assigned to each

state (as in our case), we have explicitly:

B =
M∑M

i=1 p(ỹ|xiI)
(4.14)
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This approach is oriented to data analysis and, therefore, must be customised to the

application. In this work this scheme is adopted and some application results are

presented. The following is a description of the data, their relationships, the step made

for the approximation of the likelihood probability distribution and the results obtained

by adopting this scheme.

4.2 Description of datasets

For an application of the method and to gain some insight on its effectiveness, as

set xi of possible atmospheric states we have taken the analysed fields of Modern

Era Retrospective-analysis for Research and Applications (MERRA), an atmospheric

reanalysis model designed and developed by NASA. It is used for research and appli-

cations and is equipped with the Goddard Earth Observing System Model, Version 5

Data Assimilation Scheme (GEOS-5 DAS), a state-of-the-art GEOS-5 data assimilation

scheme, developed by the Global Modeling and Assimilation Office (GMAO) allowing

the ingestion of many data from modern observing systems. The GEOS-5 DAS is de-

signed to integrate available observing data, including both satellite and ground-based

measurements.

As reanalyses are ideal for investigating the climatological conditions, they are reli-

able for the characterisation of the prior probability distribution p(xi|I). The available

MERRA time series spans over a long term period, from 1979 to present. This dataset

consists of four simulations per day at synoptic times (00, 06, 12 and 18 UTC) of three

dimensional atmospheric analyses over the model spatial grid resolution of 1/2 degrees

latitude and 2/3 degrees longitude. Several products in several configuration can be

chosen and selected.

The product used in the present analysis is named: inst6_3d_ana_Np; it stands

for MERRA instantaneous 6 hourly 3D analysis at N pressure model levels. Data are

distributed using NetCDF file format. Available variables are listed in Table 4.1.

Variable Dimensions Description Units
SLP 2D Sea Level Pressure Pa
PS 2D Surface Pressure Pa
h 3D Geopotential Height m
T 3D Air Temperature K
u 3D Eastward wind component m s–1

v 3D Northward wind component m s–1

q 3D Specific humidity Kg Kg–1

O3 3D Ozone mixing ratio kg kg–1

Table 4.1: Volume concentration of the major gaseous constituents of the atmosphere for dry
air ([46]).

They are instantaneous model analysis fields resulting from the Grid-point Statis-
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tical Interpolation (GSI) scheme, produced on the full resolution native horizontal grid

and on 42 vertical pressure levels listed in Table 4.2.

1000 hPa 975 hPa 950 hPa 925 hPa 900 hPa 875 hPa 850 hPa
825 hPa 800 hPa 775 hPa 750 hPa 725 hPa 700 hPa 650 hPa
600 hPa 550 hPa 500 hPa 450 hPa 400 hPa 350 hPa 300 hPa
250 hPa 200 hPa 150 hPa 100 hPa 70 hPa 50 hPa 40 hPa
30 hPa 20 hPa 10 hPa 7 hPa 5 hPa 4 hPa 3 hPa
2 hPa 1 hPa 0.7 hPa 0.5 hPa 0.4 hPa 0.3 hPa 0.1 hPa

Table 4.2: 42 Pressure levels of MERRA output data ([46]).

The dataset has been divided by season and time of the day (sixteen subsets on the

whole). This allows a fuller exploitation of the prior information on both the season

and the time of the observations, which clearly affect the a priori expected values, in

particular the amount of humidity and temperature. The collected dataset cover the

grid area shown in Fig. 4.1 and the time span is a ten years period (2001 - 2010).

Figure 4.1: View of the distribution of IGS GNSS stations (red points), baloon launch sites
(yellow points) and MERRA model pixels (cyan rectangles) over the mediterranean area. The
weather stations in the four MERRA pixel nearest the IGS stations are also shown (pink
points). The background Map of the mediterranean area has been obtained from the Blue
Marble Next Generation image series ([47]).

As concerns the physical quantities, the MERRA values of ground pressure (P0)

and geopotential height (h), temperature (T ) and specific humidity (q) at 42 isobaric

levels provide a reasonable description of the atmosphere state. Since the specific

humidity depends directly on pressure (see Eq. 1.11), it has been converted into WV

partial pressure ew, an intensive independent quantity like T and h. Ultimately any
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atmospheric state is assumed represented by the 127 components vector:

x = [PS, h1, T1, ew1, h2, T2, ew2, ..., h42, T42, ew42] (4.15)

The whole dataset consists of a maximum of more than 900 different atmospheric states

for each grid pixel, for each season and for each time slot.

The observable vector has been chosen selecting an opportune set of ground-based

measurable quantities, providing information about the ground layer status and able

to construct a robust and reliable likelihood distribution. The observable vector is:

y = [P0, T0, ew0, ZPDGNSS ] (4.16)

It is measured by suitable weather station instruments located at the ground level,

where a GNSS receiver for the tropospheric delay detection (ZPDGNSS) can be also

placed. As further information the heights of the weather station and the GNSS re-

ceiver locations must be considered.

Although the same notation is adopted, rigorously the ground level observable P0

is not the same physical quantity provided by MERRA data (PS), since the latter

represents a mean value over a wide area, and is relative to a mean ground level height

generally different from that of the ground instruments. Anyway the pressure field ex-

hibits a weak spatial variation and the locally measured values can be considered fully

representative of the mean value over horizontal distances of a few tenth of kilometers

(at the constant reference height).

Jointly to the MERRA reanalysis data, real measurements carried out by weather

balloons on a 11 years period (2001-2010) have been used. Baloon dataset have been

obtained from the Department of Atmospheric Science of the University of Wyoming

([48]), that archives all the balloon soundings launched in the planet. The balloon data

are indicated with yellow dots in Fig. 4.1.

Moreover the red dots of the map are the installation sites of the IGS reference

station available in the area of interest. In particular the five minutes sampled ZTD

data processed by JPL with the Gipsy-Oasis software were used for our application

(see § 3.2 for more details). The IGS stations dataset has been constructed over the

same 11 years period.

The measurement data from the weather stations located in the 4 neighbor MERRA

pixels around the GNSS station site have been also collected for the full time period

(2001-2011). Data have been made available from the database of LAMMA Consor-

tium ([49]), a database dedicated to the collection of measured data for the observation

of weather phenomena taking place in the Mediterranean, functional to the operational

activities for civil protection purposes in cooperation with the Centro Funzionale Re-

gionale of Tuscany Region ([50])6.
6The source of the database used in this work have been: Agenzia Regionale per la Preven-
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In this work the retrieval developed technique results are shown exclusively for the

sites in which they are available balloon stations launch for their verification. There-

fore, the GNSS stations (with the corresponding meteorological stations and pixels of

the MERRA model) to which we refer are Ajaccio (ajac), located in the central part

of the Mediterranean Sea in the west coast of Corsica, Cagliari (cagl) located in the

southern part of the Sardinia and finally Medicina (medi) located in the Po valley. This

set of stations have been used to verify the algorithm in areas with different weather

and climate: near the sea, in the proximity of mountains, and in an area often subject

to temperature inversions and fog formation. It should be noted that the technique is

applicable in all the MERRA grid points in which there are simultaneously available a

measure of ZPD and the measurements of pressure temperature and humidity at the

surface level.

4.3 Algorithm implementation

As mentioned in § 4.1.3.3, once the components of the status vectors x and the ob-

servable vector y have been defined, it is necessary to find out a relationship for the

representation of the conditional probability distribution function p(ỹ|xI), to apply the

Bayes theorem in the form of Eq. 4.6 discretised in Eq. 4.13. Reasonably, as explained

below, some relationship between the atmospheric state x and the measured observ-

ables can be assumed. Doing so an algorithm for assigning a posterior probability to

any state xi can be obtained, once the measurement results (ỹ) are given. For the

explicit calculation of the distribution p(ỹ|xI) we can apply the product rule to the

expression for ỹ given by the observable vector (Eq. 4.16), obtaining:

p(ỹ|x) = p(P̃0|x) · p(T̃0|P̃0x) · p(ẽw0|P̃0T̃0x) · p( ˜ZPDGNSS |P̃0T̃0ẽw0x) (4.17)

where the generic ancillary information I has been omitted for brevity. The develop-

ment of Eq. 4.17 presents a hierarchy chosen on the basis of the correlations between

the variables that have been analysed in a preliminary step and successively also used

to extrapolate some relationship between the variables.

The measured ground pressure P̃0 depends mainly on the state variable P0 included

in x and a linear relation between them can be reasonably imposed as:

P̃0 = αP + βPP0 (4.18)

zione e Protezione Ambientale dell’Emilia Romagna - Servizio Meteorologico Regionale (ARPA-
SMR)([51],[52]) , Ufficio Idrografico e Mareografico di Bologna, Ufficio Idrografico e Mareografico
di Parma, Dipartimento di Ingegneria delle Costruzioni dell’Ambiente e del Territorio - Universita’ di
Genova ([53]), Global Telecommunication System, ITAV - Aeronautica militare, Sistema Informativo
Agricolo Nazionale ([54]).
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The measured ground temperature T̃0 depends mainly on the temperature T1 of

the nearest (to ground) level and the measured ground pressure, again in a linear way:

T̃0 = αT + βTT1 + γT P̃0 (4.19)

The measured ground WV partial pressure, ẽw0, depends linearly on the WV partial

pressure, ew1, of the nearest (to ground) level as well as on the measured ground

temperature and pressure, i.e.:

ẽw0 = αe + βeew1 + γeT̃0 + ηeP̃0 (4.20)

The measured tropospheric zenith delay ˜ZPDGNSS is modeled by the delay given by

the state x starting from the first level up o the satellite height in the vertical direction,

plus the delay between ground and the first level itself. The former is calculated as the

integral of the atmospheric refractivity n − 1 along the vertical coordinate z, taking

advantage of the Thayer’s semi-empirical formula (see for instance [55]) reported in

this work on Eq. 1.27, and opportunely converted in:

n− 1 =

(
K1R

Md

)
× 10−6 · ρT +

(
K ′2Z

−1
w

)
× 10−6 · ew

T
+
(
K3Z

−1
w

)
× 10−6 · ew

T 2
(4.21)

The measured wet delay, i.e. the total GNSS delay minus the hydrostatic contribu-

tion, is so assumed linearly dependent on the MERRA wet delay (computed from level

1 up to 42), with the remaining wet contribution of the ground layer proportional to

the first level distance from ground. Explicitly:

˜ZPDGNSS −
c1P̃0

geff
= αZPD + βZPD

(
ZPDMERRA(x)− c1

P1 − P42

geff

)
+

+ γZPD

(〈
c2
ew
T

〉
+ c3

〈 ew
T 2

〉)
(z1 − z0) (4.22)

where geff is the effective gravity (see § 1.3.2) computed using Eq. 1.32, z0 is the height

of the weather station position, z1 is the height of the first isobaric level computed from

the geopotential height h1 using Eq. 1.5 and the constant c1,c2,c3, are respectively (see

§ 1.3.1):

c1 = K1R
Md
× 10−6 = 222.77× 10−6 m3 kg–1 ≡ 222.77 × 10−4 m2 s−2 hPa–1;

c2 = K ′2 × 10−6 = 16.5× 10−6 K hPa–1;

c3 = K3 × 10−6 = 3.776× 10−1 K2 hPa–1;

the 〈. . . 〉 denotes the mean between the ground and the first level values of the quantity

enclosed in the angle brackets; explicitly:

〈ew
T

〉
=

(
ẽw0

T̃0
+ ew1

T1

)
2〈 ew

T 2

〉
=

(
ẽw0

T̃ 2
0

+ ew1

T 2
1

)
2

(4.23)
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Moreover the value of ZPDMERRA(x) is computed as a discrete piecewise linear inte-

gration of the refraction index:

ZPDMERRA(x) =
41∑
l=1

(
nl + nl+1

2
− 1

)
(zl+1 − zl) (4.24)

where ni is the refraction index at the i-th MERRA isobaric level computed applying

Eqs. 1.24 and 1.23 to values of Pi,Ti, and ewi (Pdi = Pi− ewi). In c2 and c3 coefficients

the inverse compressibility factor of water vapour (Z−1
w ) has been considered equal

to one, and consequently omitted. In effect this assumption does not introduce a

significant error. As can be seen on Fig. 4.2 the compressibility factor values computed

on MERRA model data using Eq. 1.25 are not very different from one and the error

associated to this approximation produces effects to the maximum of a millimeter in the

total delay computation, which falls within the range of fluctuations for measurements

and calculated parameters.

Figure 4.2: Vales of compressibility factors computed applying Eq. 1.25 on MERRA model
data. The plotted values are obtained by averaging the MERRA data profiles of T , P and e
relative to the Cagliari pixel on winter values at 12:00 UTC over the ten years period (2001-
2010).

More in detail the left hand side of the equation Eq. 4.22 contains the ZWD, which

is given by the difference between the measured total tropospheric delay and the hydro-

static component computed as a function of the surface pressure (see § 1.3.1). The right

hand side is consequently modeled: as the MERRA model gives only the vertical values

of pressure, temperature and specific humidity starting from the first isobaric level (P1

= 1000 hPa) which generally is not coincident with the surface pressure the, difference

between the total delay and the hydrostatic component computed on MERRA profile

(second adding term) must be corrected for the gap of the zenith wet quantity between

the surface level and P1 (third adding term).

Unlike the three previous relationships, Eq. 4.22 is not simply an empirical formula

to realign the model values with those locally measured, but also has a physical content.
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If the MERRA atmospheric states are a good approximation of the actual situation

determining the measurements results, then the physical meaning of each single term

of Eq. 4.22 is expected to be retained even after the adjustment of the parameters.

Moreover the fitting procedure can correct eventual biases in the MERRA data. In

particular the values for βZPD, which ensure the best realignment, should be positive

and possibly close to unity (being the factor of the largest term containing only reanal-

ysis quantities), with an absolute value for the bias αZPD at most of the same order of

the measured wet delay (' 10 cm).

All the realignment parameters entering these models are determined by best fit

procedures on the set of available MERRA data and the corresponding ground obser-

vations. As can be noticed linear dependencies have been assumed, in decreasing order

of the correlation strength. Thus the maximum correlation value has been exploited

for the linear model involving only one variable, then decreasing the correlation values,

the number of involved variables of the linear model has been increased, and so on.

These linear dependencies can be easily identified from the analysis of scatter plots of

the chosen test sites showing the correlation between the measured quantities and the

status variables of Eqs. 4.18 – 4.21 (see Figs. 4.3 – 4.5).

(a) (b)

(c) (d)

Figure 4.3: Scatter plots of model variables vs. measured parameters. Period is spring at
12:00 UTC. Station is ajac (Ajaccio).

Such preliminary data analysis has been made on three chosen test sites, which the

results of the present work refer to.
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(a) (b)

(c) (d)

Figure 4.4: Scatter plots of model variables vs. measured parameters. Period is spring at
12:00 UTC. Station is cagl (Cagliari).

(a) (b)

(c) (d)

Figure 4.5: Scatter plots of model variables vs. measured parameters. Period is winter at
12:00 UTC. Station is medi (Medicina).
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It should be noted that the scatter plot of the pressure values presents a series

of horizontal empty spaces due to the measurement accuracy of the used barometric

station limited to one hPa. Strong corelations are shown by plots, particularly for the

pressure, the temperature and the tropospheric delay. A good correlation is also for the

water vapour content, although with a very high spread of values. This is not surprising

if we consider that the used model relates the water vapour partial pressure measured

at ground level by the weather station, with the water vapour pressure estimated by

the model at the first level (1000 hPa). Indeed the height of the first level of MERRA

data varies depending on the ground pressure value and the of water vapour content

on the vertical can significantly vary even in few hundred meters.

The leading correlations of the variables in Eqs. 4.18 – 4.22 allow us to make with

good approximation the assumptions:

p(P̃0|x) ' p(P̃0|P0)

p(T̃0|P̃0x) ' p(T̃0|P0T1)

p(ẽw0|P̃0T̃0x) ' p(ẽw0|P̃0T̃0ew1) (4.25)

p( ˜ZPDGNSS |P̃0T̃0ẽw0x) ' p( ˜ZPDGNSS |P̃0T̃0ẽw0ZPDMERRA(x)h1T1ew1geff )

In other words the observable vector measurements are assumed as dependent only

on the state variables shown in the model. All the other dependencies of the measure-

ments are assumed as stochastic, and consequently processed as stochastic variables

(independent from the components of the state vector x). Therefore once the best

estimates for all the model parameters entering Eqs. 4.18, – 4.22 are found, the prob-

ability distributions in the factorisation coincide with those of the residuals. As can

be assessed from the residual histograms, these probability distributions are well rep-

resented by normal distributions centreed on the model values and variances given by

the mean square residuals. We can examine it in the following figures (Figs. 4.6 – 4.8),

which show the normalised histograms of the residual values given from the differences

between the measured values and those obtained from the above mentioned equations

(Eqs. 4.18 – 4.21), with the parameters computed by the fit on data represented in

Figs. 4.3 – 4.5.

It is evident that the normal distribution well approximates the residual distri-

butions when the number of observations is sufficient to give an enough statistics, as

in the case of the Cagliari case (Fig. 4.7). When the number of observations is very

low, as seen in the case of Medicina (Fig. 4.8), the histogram start deviating from the

distribution, which, however, seems to be still well representative of the actual distri-

bution.

As a consequence given a set of measurements ỹ the probability distribution p(ỹ|x)
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(a) (b)

(c) (d)

Figure 4.6: Distributions of residual of model quantities minus measured parameters (blue
normalised histograms). In red are reported the resulting normal distributions using the vari-
ances values. Period is spring at 12:00 UTC. Station is ajac (Ajaccio).

(a) (b)

(c) (d)

Figure 4.7: Distributions of residual of model quantities minus measured parameters (blue
normalised histograms). In red are reported the resulting normal distributions using the vari-
ances values. Period is spring at 12:00 UTC. Station is cagl (Cagliari).
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(a) (b)

(c) (d)

Figure 4.8: Distributions of residual of model quantities minus measured parameters (blue
normalised histograms). In red are reported the resulting normal distributions using the vari-
ances values. Period is winter at 12:00 UTC. Station is medi (Medicina).

can be computed as the product of the four normal distributions:

p(P̃0|P0) =
1

σP
√

2π
e
− (αP+βP P0−P̃0)

2

2σ2
P

p(T̃0|P̃0T1) =
1

σT
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e
− (αT+βT T1+γT P̃0−T̃0)

2

2σ2
T

p(ẽw0|P̃0T̃0ew1) =
1

σe
√

2π
e
− (αe+βeew1+γeT̃0+ηeP̃0−ẽw0)

2

2σ2e

p( ˜ZPDGNSS |P̃0T̃0ẽw0ZPDMERRA(x)h1T1ew1geff ) =

=
1

σZPD
√

2π
e
−

(µZPD− ˜ZPDGNSS+
c1P̃0
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2σ2
ZPD (4.26)

being:

µZPD = αZPD + βZPD

(
ZPDMERRA(x) + c1

P1 − P42

geff

)
+

+γZPD

(〈
c2
ew
T

〉
+ c3

〈 ew
T 2

〉)
(z1 − z0)

Thus for any given set of observations ỹ, the value wi = p(ỹ|xi) can be computed as

the product of the four distributions of Eq. 4.26. It represents the statistical weight for

the atmospheric state xi, whose posterior probability is easily calculated, accordingly

to Eq. 4.13 as:

Pr(xi|ỹ) =
wi∑M
i=1 wi

(4.27)
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Once this probability is computed for any state of the prior set, the most likely state as

well as the subset of most plausible states, whose cumulative probability just exceeds

the desired threshold can be straightforwardly selected. Since the posterior probability

for a state xi directly transfers to any of its components xij
7, the distribution for the

values of each physical quantity (h, T or ew) at a given atmospheric level can be also

calculated from the weights wi.

4.3.1 Experimentation on localised data

Two types of tests were carried out. In the first experiment the three sites, namely

Cagliari, Ajaccio and Medicine, where a GNSS receiver, MERRA data and balloon

soundings were available at the same time for the selected period, where selected. The

locations of the GNSS receiver and the radiosonde launch point are not coincident for

the selected test sites, but are in the same pixel of the MERRA model. The different

localisation actually represents a problem as the ground measurements corresponding

to the model output should take into account the different height to which they refers

to, in particular as regards the pressure, for which the model provides directly the

surface value. However the height of the radiosonde station launch sites and that of

the MERRA pixel surface are fixed. Consequently their difference is constant and

included in the constant parameter of the linear fit.

Therefore we used the combination of ground level measurements of balloon data

and the ZPD value measured from the GNSS receiver as observable measurements:

ỹ = [P̃0, T̃0, ẽw0, ˜ZPDGNSS ] (4.28)

In following tables (Table. 4.3, Table. 4.4, Table. 4.5), the resulting parameters of

best fit procedure on the three test sites are reported. This set of coefficients must

be interpreted as a list of weights that must be used for the linear regression of the

variables using Eqs. 4.18 – 4.21. The strongest links of the empirically fitted variables

(P̃0, T̃0, ẽ0), are exploited from β values very close to the unity.

In most of cases γT is not very high, denoting a very low sensitivity of the P̃0 values

from T̃0, also considering measurements which refers to the same season and time of

the day. The opposite for the γe coefficient which value shows a known link between

ẽw0 and T̃0. For the troposphere delay parameter modeled using physical relationships

is remarkable the fact the the residual quantities given by the quantity |αZPD| are

lower than 10 cm. These results are fully consistent with the working hypotheses.

Remarkably the third term on the right hand side of Eq. 4.21, representing the small

wet delay of the boundary layer (from ground to the first MERRA level, on average a

few hundred of meters in altitude), maintains reasonable values of the order of a few
7In general at the generic j-th level some of xi state vector can assume the same value. In this case

the resulting probability is given by adding the probability assigned to each vector.
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Table 4.3: Best fit parameters and standard deviations for the computation of the distribution
P (ỹ|xI). Site of Ajaccio (ajac). Period of analysis is 2011 full year.
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Table 4.4: Best fit parameters and standard deviations for the computation of the distribution
P (ỹ|xI). Site of Cagliari (cagl). Period of analysis is 2011 full year.
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Table 4.5: Best fit parameters and standard deviations for the computation of the distribution
P (ỹ|xI). Site of Medicina (medi). Period of analysis is 2011 full year.
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centimeters after the best fit adjustment. The high seasonal and daily variability of

coefficients confirms the necessity to separate between season and between time of the

day the dataset. Moreover is remarkable the variability between different MERRA pixel

positions, that also indicate a spatial variability. It must be noted that the number of

profiles constituting the prior dataset strongly affects the values of fit parameters and

the correlations between measures and quantities reconstructed using linear regression,

as will be better explained in § 5.2.

In this first test the fitting parameters are only applicable on the site under study

and cannot be exported on a wider area or in the MERRA pixels where ground-based

measurement of a weather station and a GNSS receiver are available for the period

selected for the construction of the prior probability distribution.

4.3.2 Application to the extended area

In the second experiment we tried to explore the applicability of the method over

a wider area. IGS stations are userd for GNSS data. For each GNSS station, four

MERRA model pixels have been collected (the coincident and the three next neigh-

bor)8. In each of these pixels we have also collected data of all the available weather

stations inside the pixel area.

Ground-based weather stations measurements are generally at different height, so

the height must be included as an additional free parameter in the first three fitting

models. Namely through γP , ηT , ζe (the fourth fitting model already contained the

dependence on the height of the weather station z0). The height differences between

the weather station and the MERRA ground surface has been used. Since the ground

surface height values of the MERRA pixels are not explicitly given, we simply consid-

ered the see surface as lower MERRA level and consequently we replaced the surface

pressure (PS) with the sea level pressure (SLP ) z = 0. Therefore, the state vector has

been changed in this second experiment (only in the form) in:

x = [SLP, h1, T1, ew1, h2, T2, ew2, ..., h42, T42, ew42] (4.29)

In addition, the different height of the receiver sites must be also considered in this

second test. In fact in the previous case the values of the coefficients of Tables. 4.3,

4.4 and 4.5 were calculated for each station, the height of the station was a constant

implicitly included in the coefficient αZPD, while in this case all the GNSS receiver

measurement are used to construct an unique set coefficient, usable in the extended

8The distance is between the GNSS station site and the MERRA pixel centre.
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area. Eqs. 4.18 – 4.22 thus become:

P̃0 = αP + βPP0 + γP zweather (4.30)

T̃0 = αT + βTT1 + γT P̃0 + ηT zweather (4.31)

ẽw0 = αe + βeew1 + γeT̃0 + ηeP̃0 + ζe zweather (4.32)

˜ZPDGNSS − c1P̃0

geff
= αZPD + βZPD

(
ZPDMERRA(x)− c1

P1 − P42

geff

)
+

+ γZPD

(〈
c2
ew
T

〉
+ c3

〈 ew
T 2

〉)
(z1 − zweather) + ηZPD zGNSS (4.33)

where zweather and zGNSS are the heights of the weather station and GNSS receiver

site respectively.

Also in this case the coefficients have been computed by means of linear regression on

the dataset values. The large dataset has allowed to use a high number of measurement-

status pairs, as we can see in the scatter plots (see Fig. 4.9).

(a) (b)

(c) (d)

Figure 4.9: Scatter plots of model variables vs. measured parameters for all the area under
study (see Fig. 4.1). Period is winter at 12:00 UTC.

The scatter plot of the pressure values presents an apparent anomaly of an overlap

of a series of parallel bands (see Fig. 4.9(a)). Actually it is not an anomaly but it is

caused by the fact that in the dataset were considered more instruments to measure

the pressure on the ground (as opposed to the previous case where a single meteo-

rological station was used), each of which characterised by its accuracy, but also by

a different spatial position in the MERRA pixel. Concerning the position, the only

additional variable that has been considered is the height of the weather station, which

for example, directly affects the scatter plot of the pressure. In the specific case by
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not considering the dependence on height, the dispersion of the pressure scatter plot

increases a lot exhibiting more separated groups. A similar consideration can be made

for the ZPD, as different GNSS stations at different heights give measurements of ZPD

which systematically differ due to the different heights. The measured and model ZPD

values show a very strong correlation, but also a gap in the scatter plot (see Fig. 4.9(d)),

which is precisely due to the different height of the stations (in particular the IGS sta-

tion named gras sited at an altitude of 1319 m is the cause of low values of ZPD, which

are spaced from the other).

The scatter plots for all the area show a greater variability, mainly as regards tem-

perature and partial pressure of water vapour.

As for the individual stations, also in this case we have analysed the distributions

of the residuals (difference between the measured value and the value reconstructed by

the model). The normalised histograms of Fig. 4.10 represents this distribution, that

also in this case appear well represented and approximated by Gaussian distributions:

p(P̃0|P0 zweather) =
1

σP
√

2π
e
− (αP+βP P0+γP zweather−P̃0)

2

2σ2
P

p(T̃0|P̃0T1 zweather) =
1

σT
√

2π
e
− (αT+βT T1+γT P̃0+ηT zweather−T̃0)

2

2σ2
T

p(ẽw0|P̃0T̃0ew1 zweather) =
1

σe
√

2π
e
− (αe+βeew1+γeT̃0+ηeP̃0+ζe zweather−ẽw0)

2

2σ2e

p( ˜ZPDGNSS |P̃0T̃0ẽw0ZPDMERRA(x)h1T1ew1geff zweather zGNSS) =

=
1

σZPD
√

2π
e
−

(µZPD− ˜ZPDGNSS+
c1P̃0
geff

)2

2σ2
ZPD (4.34)

being:

µZPD = αZPD + βZPD

(
ZPDMERRA(x) + c1

P1 − P42

geff

)
+

+γZPD

(〈
c2
ew
T

〉
+ c3

〈 ew
T 2

〉)
(z1 − zweather) + ηZPD zGNSS

The likelihood probability can be computed starting from the product of this four

distributions given a set of observables ỹ and for each status xi, retrieving the quantity

wi = p(ỹ|xi) and applying Eq. 4.27.

The availability of a more statistically significant sample allows to build a set of

coefficients that is more representative of the study area as a whole, and consequently

allows to circumvent the problem of the fluctuations of the coefficients when moving

from one point to another of the map. The consequent set of coefficients is listed in

Table 4.6 that shows the stability of coefficients when passing from one season to the

other but also when different time of the day is considered.
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(a) (b)

(c) (d)

Figure 4.10: Distributions of residual of model quantities minus measured parameters (blue
normalised histograms), valid for the whole area under study. In red are reported the resulting
normal distributions using the variances values. Period is winter at 12:00 UTC.

The main disadvantage is the increment of the variances for all the modeled param-

eters, which includes also different instruments error variances beyond the variability

of parameters relative to different areas. The effects of this increment of the variance

is clearly evident by analyzing the coefficient values. However when considering the

pressure model, as shown in the residual probability distributions (see Fig. 4.10(a)),

the nominal normal distribution could be effectively more narrow and tall. The en-

largement of the distribution is due to a series of residual values between 5 and 10

and below -5 hPa, which are the cause of a greater variance, while having an almost

negligible probability.

As we have made a test of applicability over areas not covered by measurements,

we have excluded from the dataset the observations relative to the test site, in the step

of likelihood distribution reconstruction. This is a test of the robustness of the method,

which allows to evaluate the effectiveness of the retrieval using also states xi not in-

cluded in the dataset used for the fitting, finalised to the calculation of the coefficients.

In other words in the process of calculation of the weight functions wi, the observable

measurement and the atmospheric states relative to the site on which the retrieval has

been applied have been excluded from the set of ỹ and xi respectively. This dataset

have been instead used in the process of retrieval.
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Table 4.6: Best fit parameters and standard deviations for the computation of the distribution
P (ỹ|xI) valid for the whole area under study. Period of analysis is full year 2011.
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4.3.3 Retrieval of atmospheric profiles

Once the likelihood probability distribution is defined, the retrieval process can be eas-

ily applied to all the measurements occurrences ỹ (at synoptic times, 00, 06, 12, 18

UTC). The possible atmospheric state can be selected from the whole dataset using

spatial and temporal criteria. Different spatial and temporal criteria have been applied

depending on the type of test. In the first test data relative to MERRA pixel coinci-

dent with the weather and the GNSS stations have been collected, of given season and

time of the day. In the second test the possible atmospheric states dataset has been

constructed by considering data of the 4 most neighbor MERRA pixels of the GNSS

stations still of given season and time. The so selected dataset constitutes the prior

dataset (in which all the atmospheric states are equiprobable). For each of them the

probability is assigned as a weight using Eq. 4.27. The retrieval process consists of

ordering the states (xi) in descending order of their weight and selecting the profiles

that allow to get an overall probability (as sum of the weights of the individual profiles)

that exceeds a predetermined threshold. This threshold has been set to 0.7 for all the

results shown in the present work9. In this way the most probable profile (i.e. the one

with higher weight) can be identified. In general, it is not necessarily the one closest

to reality. Moreover, the weight of the most probable profile could be very close to

that of other profiles, then it is more reasonable the choice of a probability threshold.

However in some cases the combination of the probability according to the formula of

Eq. 4.17 is highly selective, and only a few profiles, if not one, are extracted.

In the experiment the chosen dataset was the 2011 year, whose states were excluded

from the 2001-2010 period used as prior ensemble as well as for the empirical parame-

ters estimation. This is an even more stringent condition with respect to what could be

a real situation, when reanalysis studies are available up to few days before the current

date.

In the results of retrieval of profiles of water vapour and temperature (see next

figures) we reported both the most probable profile and the profiles selected by the

algorithm limiting the achievement of the cumulative probability to the 0.7 threshold.

For the chosen case studies, the results of both the first test (Figs. 4.11 – 4.15) and

the second one (Figs. 4.16 – 4.20) are reported. The so selected most probable pro-

files of temperature and WV are plotted, together with all the prior profiles and the

balloon measured values to be used as term of comparison. Finally in order to have

an assessment of the added value introduced by the GNSS receiver measurement, two

different results are depicted: the first (top figures) is the result of the retrieval when

9The value of 0.7 indicate a confidence interval of about ± 1 σ in normal distributions.
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the likelihood is based only on the weather station surface measurements and consid-

ering uniform the probability Pr( ˜ZPDGNSS |P̃0T̃0ẽw0xi), the second, (bottom figures),

is the result of the retrieval using all the available measurements, including the GNSS

receiver ZPD measurements. The most probable retrieved profile is also indicated.

This graphical representation allows a rapid evaluation “by eye”. A result that

can be considered “poor” is the case shown in Fig. 4.11 and Fig. 4.16. As apparent the

retrieved profiles summing up the 70% of cumulative probability nearly span most of

the region covered by the whole set of possible profiles, drawn in light grey. Although

the most probable retrieved profiles of both WV and temperature match enough those

measured by balloon, a great uncertainty affects the retrieval, since a lot of different

profiles have almost the same probability. In this case the addition of the GNSS mea-

surement slightly reduces the dispersion of the retrieved states, even if produces worst

most probable profiles for both WV and temperature. A result that can be considered

“good” is instead shown in Fig. 4.12 and Fig. 4.17. In this case a few profiles sum up the

70% of probability and when the GNSS measurement is included a single WV profile

exceeds the probability of 50% alone, as particularly evident in Fig. 4.12. This effect of

high selectivity introducing the GNSS observation, although less evident, is also present

in the case of the second test (Fig. 4.17). Moreover the most probable profile selected

in the two different methods are exactly the same. Indeed this profile seems very close

to that measured by the balloon. Good results are also obtained for the temperature

profile, which closely follows the measured one. As apparent the agreement is main-

tained up to high altitudes, more or less corresponding to the upper tropospheric limit

('12 km). Despite the information used comes from ground measurements, such an

agreement extended to the upper levels was observed in a large number of the examined

cases, especially when the GNSS delay was also used.

In some cases as that of Fig. 4.13 the number of selected profiles is already low

when only surface measurement are considered. The introduction of the GNSS mea-

surement still narrows the range of variability and selects a profile closer to the balloon

measurement, regarding both the WV and the temperature. For the same case the con-

figuration of the second test (Fig. 4.18) provides results that are slightly less selective,

due to the variance increment of the linear model fit and the consequent enlargement of

the Gaussian curves. However in the WV profiles the introduction of the ZPD measure

eliminates profiles very distant from the real one, which are characterised by a high

WV content. The most probable profile of WV is quite different from the measured

one, indicating a poor retrieval performance. The opposite for the temperature whose

retrieved values well follow the vertical distribution of measured values, including the

reconstruction of two very little inversions above the surface level. An analysis of the

weather situation has been made for to this case study, for trying to understand the
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(a) Retrieval result using only surface measurements (P̃0, T̃0 , ˜ew0 )

(b) Retrieval result using all measurements (P̃0, T̃0 , ˜ew0, ˜ZPD)

Figure 4.11: Retrieved profiles of water vapour pressure, and temperature, using only surface
measurements (a) and including the GNSS measurements (b). Retrieval using locally valid
coefficients (test one). Date: 2011/02/01 time: 00:00 UTC. Station is cagl (Cagliari).
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(a) Retrieval result using only surface measurements (P̃0, T̃0 , ˜ew0 )

(b) Retrieval result using all measurements (P̃0, T̃0 , ˜ew0, ˜ZPD)

Figure 4.12: Same as Fig. 4.11 but date is 2011/10/07; time: 12:00 UTC and station is cagl
(Cagliari).
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(a) Retrieval result using only surface measurements (P̃0, T̃0 , ˜ew0 )

(b) Retrieval result using all measurements (P̃0, T̃0 , ˜ew0, ˜ZPD)

Figure 4.13: Same as Fig. 4.11 but date is 2011/10/07; time: 12:00 UTC and tation is ajac
(Ajacc).
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(a) Retrieval result using only surface measurements (P̃0, T̃0 , ˜ew0 )

(b) Retrieval result using all measurements (P̃0, T̃0 , ˜ew0, ˜ZPD)

Figure 4.14: Same as Fig. 4.11 but date is 2011/04/14; time: 00:00 UTC and station is medi
(Medicina).
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(a) Retrieval result using only surface measurements (P̃0, T̃0 , ˜ew0 )

(b) Retrieval result using all measurements (P̃0, T̃0 , ˜ew0, ˜ZPD)

Figure 4.15: Same as Fig. 4.11 but date is 2011/04/11; time: 00:00 UTC and station is medi
(Medicina).
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causes that have led to an incorrect reconstruction of the water vapour profile. The syn-

optic situation shows the presence of a westerly air flow. As the Ajaccio site is located

in the west side of the Corsica island, it is subject to this flow of air which as coming

from the sea has an high humidity content. The Corsica orography presents a series

of mountain quite high, crossing longitudinally from north to south. That orographic

pattern interacts with the air flow, by forcing the air to move up and to cool down.

At the height of the top mountain level (about 2 km) there is a sort of temperature

discontinuity (more properly a strong horizontal gradient), between the western and

the eastern sides. That discontinuity is probably seen by the balloon sounding, which

is transported by the flow taking measurement relative to the humid western air mass

at the lower levels and the more dry eastern air mass at the upper levels. Moreover

also the ZPD measurement is affected by this discontinuity and the resulting values

underestimates the real water vapour content. It can be hypothesised for example that

the horizontal inhomogeneity of the atmosphere and a low number of on view satellites

could be the cause of the ZPD underestimation and the distance of from the GNSS

profiles.

In the case of retrieval over the Medicina station (Fig. 4.14, Fig. 4.15), the number

of available profiles for the prior dataset is very low and insufficient to allow to get

satisfactory results in the retrieval process. In fact one of the critical aspects of this

type of algorithm is obviously the number of profiles that constitute the prior dataset

(see § 5.2), in other words the completeness of the prior.

Nonetheless when the first configuration of the retrieval is applied, actually there

are some cases in which the retrieval succeeds quite well, certainly in consequence of

the fact that the coefficients of the probability distribution functions are calculated on

the basis of the data of the prior dataset. The scarcity of the number of profiles allows

to select only one profile in most cases, which reaches a probability of more than 70%.

When considering the coefficients with validity over the whole area (Fig. 4.19, Fig. 4.20)

the results of application and the effectiveness of the method in this configuration are

even more evident. The introduction of the ZPD measurement allows to improve the

accuracy of the WV profile, also tightening the uncertainty range with a reduction of

the number of selected profiles. The most significative result is that the retrieval is

possible where the first test, although more accurate, was not applicable.
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(a) Retrieval result using only surface measurements (P̃0, T̃0 , ˜ew0 )

(b) Retrieval result using all measurements (P̃0, T̃0 , ˜ew0, ˜ZPD)

Figure 4.16: Retrieved profiles of water vapour pressure, and temperature, using only surface
measurements (a) and including the GNSS measurements (b). Retrieval using whole area valid
coefficients (test two). Date: 2011/02/01 time: 00:00 UTC. Station is cagl (Cagliari).
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(a) Retrieval result using only surface measurements (P̃0, T̃0 , ˜ew0 )

(b) Retrieval result using all measurements (P̃0, T̃0 , ˜ew0, ˜ZPD)

Figure 4.17: Same as Fig. 4.16 but date is 2011/10/07; time: 12:00 UTC and station is cagl
(Cagliari).
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(a) Retrieval result using only surface measurements (P̃0, T̃0 , ˜ew0 )

(b) Retrieval result using all measurements (P̃0, T̃0 , ˜ew0, ˜ZPD)

Figure 4.18: Same as Fig. 4.16 but date is 2011/10/07; time: 12:00 UTC and station is ajac
(Ajacc).
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(a) Retrieval result using only surface measurements (P̃0, T̃0 , ˜ew0 )

(b) Retrieval result using all measurements (P̃0, T̃0 , ˜ew0, ˜ZPD)

Figure 4.19: Same as Fig. 4.16 but date is 2011/04/14; time: 00:00 UTC and station is medi
(Medicina).
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(a) Retrieval result using only surface measurements (P̃0, T̃0 , ˜ew0 )

(b) Retrieval result using all measurements (P̃0, T̃0 , ˜ew0, ˜ZPD)

Figure 4.20: Same as Fig. 4.16 but date is 2011/04/11; time: 00:00 UTC and station is medi
(Medicina).
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4.4 Retrieval of precipitable water

The retrieval of the PW value has been obtained for each of the T and ew (and P)10

profiles, using the relation derived from Eq. 1.38:

PW =
1

ρ

∫ TOT

0
ρw dz (4.35)

where ρ is the density of the water the integral value can be approximated as the finite

summation of all the values of ρw at all profile levels, calculated by a formula derived

by Eq. 1.26, i.e:

ρwi =
ewi
Ti

Mw

RZw
(4.36)

The choice of a reasonable distribution scheme allows the comparison between the

PW values associated to the retrieved profiles and their prior distribution, as well as

the measured value given from balloon observations. This confirms that the results

classified as “good” by visual inspection actually produce a more informative posterior

PW distribution, whose most probable value is generally closer to the balloon measure-

ment. In the next figures the result of the PW computation applied to all retrievals

for the first configuration (Figs. 4.21 – 4.25), and for the second one (Figs. 4.26 – 4.30)

are reported, for all the selected case studies shown previously.

The shown probability distributions are a normalised histogram applied to all the

equiprobable profiles constituting the prior dataset (prior probability distribution) and

the distribution resulting from the weights assigned to each of the selected profiles (pos-

terior distribution). In most cases the exploitation of information derived from ground

measurements, including the GNSS delay, changes dramatically the distribution. Since

the posterior distribution assigns high probability to PW values with low prior proba-

bility and vice versa, this situation can be considered highly informative (see § 5.1 for

more details).

The performances are sensibly better when using the coefficients calculated

with only local data, as expected. However even in case of coefficients valid for the

whole area, the estimated values of precipitable water are close to measured ones, al-

though with a widening in the distribution. More details will be provided when a more

detailed analysis of the values of precipitable water calculated for the full year 2011

will be made (§ 5.2).

A poor result is shown for the Ajaccio station (Fig. 4.28) where after the retrieval

process the trimodal posterior probability distribution selects profiles with a two low

water vapour content. The value of precipitable water is consequently underestimated
10In this work the results of the retrieval of pressure values in function of height are not shown,

simply because they are less significant. In fact the variability of pressure in function of height very
little differs from the standard profile of pressure. However, it is important to remember that for each
profile in function of pressure isobaric levels are given Temperature, WV pressure and geopotential
height (the latter used to rescale temperature and WV pressure in function of height).
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Figure 4.21: Example of posterior distribution for PW compared to the prior distribution
and the value measured by balloon on the same day and time. Retrieval using locally valid
coefficients (test one). Date: 2011/02/01 time: 00:00 UTC. Station is cagl (Cagliari).

Figure 4.22: Same as Fig. 4.21 but for date: 2011/10/07 time: 12:00 UTC. Station is cagl
(Cagliari).



4.4 Retrieval of precipitable water 129

Figure 4.23: Same as Fig. 4.21 but for date: 2011/10/07 time: 12:00 UTC. Station is ajac
(Ajacc).

Figure 4.24: Same as Fig. 4.21 but for date: 2011/04/14 time: 00:00 UTC. Station is medi
(Medicina). Note that in this case the posterior distribution is exactly one for only one value
and zero elsewhere. In fact in this case only one profile is selected.
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Figure 4.25: Same as Fig. 4.21 but for date: 2011/04/11 time: 00:00 UTC. Station is medi
(Medicina).

Figure 4.26: Example of posterior distribution for PW compared to the prior distribution
and the value measured by balloon on the same day and time. Retrieval using whole area valid
coefficients (test two). Date: 2011/02/01 time: 00:00 UTC. Station is cagl (Cagliari).
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Figure 4.27: Same as Fig. 4.26 but for date: 2011/10/07 time: 12:00 UTC. Station is cagl
(Cagliari).

Figure 4.28: Same as Fig. 4.26 but for date: 2011/10/07 time: 12:00 UTC. Station is ajac
(Ajacc).
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Figure 4.29: Same as Fig. 4.26 but for date: 2011/04/14 time: 00:00 UTC. Station is medi
(Medicina).

Figure 4.30: Same as Fig. 4.26 but for date: 2011/04/11 time: 00:00 UTC. Station is medi
(Medicina).
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for the causes previously discussed (see § 4.3.3).

A comment must be made to the images related to the Medicina (medi) test site. In

the first test configuration the shape of the distribution is distorted by the low number

of selected profiles, which becomes even only one (as in the case of Fig. 4.25) , resulting

in a probability exactly equal to one. The results of retrieval drastically change, when

switching from the coefficients of local validity to those valid on the whole area, because

of the increased number of data in the prior dataset , which derives from collecting data

from the wider area of the 4 neighbors pixels (see Fig. 4.29 and Fig. 4.30).



134 4 Probabilistic retrieval of atmospheric parameters



Chapter 5

Validation vs balloon data for three
test sites

5.1 Analysis of entropy

The presented approach assumes the collected prior dataset as an enough representative

system of mutually exclusive events. All the atmospheric states of the prior dataset are

considered equiprobable (when no constraints are applied). When the measurement

vector is available the posterior probability is used to select the atmospheric states.

Each of the resulting finite schemes is characterised by an uncertainty degree, which

is maximum when all the states have the same probability, and close to the minimum

when just few similar states have a not negligible probability1. It is very useful to

compute the changes of the uncertainty when passing from one scheme to an other

one. The quantity of uncertainty can be assessed by analysing the entropy of the finite

scheme, which allows the quantitative assessment of the information gain resulting from

the addition of the observations, and in particular of the GNSS troposheric delay, as

explained below.

For a generic finite scheme of events A1, A2, ..., AM with assigned probabilities

Pr1, P r2, ..., P rM the entropy H is defined as (see for instance [63]):

H =
M∑
i=1

Pri log
1

Pri
= −

M∑
i=1

Pri logPri (5.1)

The entropy has its minimum value of H = 0 if only one event has the maximum

probability value (Pr = 1) and consequently all others have probability Pr = 0. This

is the case of minimum uncertainty of the system, in any other case the entropy has a

positive value.

In the proposed approach if the prior probability for the M equally likely states xi

1The minimum value of uncertainty occurs when only one state has a not null probability which
obviously results equal to one, and that leads to a deterministic system.

135
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is Pr(xi) = 1
M the highest entropy value is defined as:

Hprior = −
M∑
i=1

Pr(xi) logPr(xi) = logM (5.2)

The addition of pieces of information given by the observations ỹ changes it to:

H(ỹ) = −
M∑
i=1

Pr(xi|ỹ) logPr(xi|ỹ) ≤ logM (5.3)

The difference logM − H(ỹ) quantifies the information gain due to the observations,

which are as more informative as this difference increases. Analogously the difference

H(ỹ0) −H(ỹ) indicates the information gain coming from the addition of the GNSS

troposheric delay measurement to the basic set of ground meteorological observations

ỹ0 = [P̃0, T̃0, ẽw0].

For the selected sites the results of entropy computation are represented in the

following figures, when the same probability is assigned to all the dataset and when

in the retrieval process the ground measurements and the full set of measurement are

considered. The first configuration of coefficients developed to a specific station are

relative to Figs. 5.1 – 5.3, and the second test results of coefficients available for the

full area are represented in Figs. 5.4 – 5.6.

The results of entropy computation confirm the decrease of the entropy values

(a) 00:00 UTC

(b) 12:00 UTC

Figure 5.1: Entropy averaged values of retrieved profiles varying the constraint measurements.
First test configuration is shown. Period full 2011 year. Station is cagl (Cagliari).
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(a) 00:00 UTC

(b) 12:00 UTC

Figure 5.2: Same as Fig. 5.1, but for station of ajac (Ajaccio).

(a) 00:00 UTC

(b) 12:00 UTC

Figure 5.3: Same as Fig. 5.1, but for station of medi (Medicina).
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(a) 00:00 UTC

(b) 12:00 UTC

Figure 5.4: Entropy averaged values of retrieved profiles varying the constraint measurements.
Second test configuration is shown. Period full 2011 year. Station is cagl (Cagliari).

(a) 00:00 UTC

(b) 12:00 UTC

Figure 5.5: Same as Fig. 5.4, but for station of ajac (Ajaccio).
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(a) 00:00 UTC

(b) 12:00 UTC

Figure 5.6: Same as Fig. 5.4, but for station of medi (Medicina).

when the number of measurements increases. Moreover the selectivity of the second

method is lower as the normal distributions are wider, resulting in a lower information

gain introduced by the use of measurements.

It must be noted that the number of profiles constituting the prior dataset drasti-

cally increases when we pass from data accumulated only for one MERRA pixel for a

retrieval applicable only on a single station, to four MERRA pixels, to get the validity

over the whole target area, and consequently the degree of indeterminacy of the system

state (i.e. the entropy) is higher. The number of profiles constituting the prior dataset

for each station, each season, each available time of the day (00:00 UTC and 12:00

UTC) and for both test configurations, is shown in Table 5.1.

Knowing the number of profiles the analysis of the entropy decrease for the shown

cases is clearer. It is obvious that a really poor (i.e. incomplete) prior dataset, although

related to a strong entropy reduction, is often the cause of a wrong reconstruction of

the atmospheric profile, as shown in more details below, with the selected atmospheric

state very different from the real one. As the increment of the number of the prior

states have been obtained by enlarging the area of interest (i.e. considering a number

of contiguous pixels), the effect of an excessive number of number of profiles in the

dataset can be the opposite, i.e. an excessive number of profiles is related to the risk

of including a series of atmospheric states that can not apply in the site of analysis. A
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Station Method Profiles number by season
Spring Summer Autumn Winter

Cagliari @ 00 1 MERRA PIXEL 894 920 878 828
4 MERRA PIXELS 2351 2493 2481 2443

Cagliari @ 12 1 MERRA PIXEL 893 919 873 820
4 MERRA PIXELS 2328 2479 2434 2403

Ajaccio @ 00 1 MERRA PIXEL 431 496 504 475
4 MERRA PIXELS 2202 2324 2256 2172

Ajaccio @ 12 1 MERRA PIXEL 431 496 504 475
4 MERRA PIXELS 2186 2332 2232 2141

Medicina @ 00 1 MERRA PIXEL 24 15 163 231
4 MERRA PIXELS 2570 2715 2689 2579

Medicina @ 12 1 MERRA PIXEL 28 13 167 226
4 MERRA PIXELS 2571 2712 2677 2577

Table 5.1: Number of profiles constituting the prior dataset.

reasonable compromise has been found in this work considering a neighborhood of up

to 4 pixels of the MERRA model, resulting on an area of about 110 km × 110 Km for

the selected area.

The entropy values computed on the basis of the number of retrieved profiles and

their probability could not give any information about the single isobaric level values.

Moreover a large range of values relative to one vertical level can not be considered in

the same manner as a limited range of values of another level. For example the water

vapour content at lower vertical levels can cover a large dynamic of values, while in

the upper levels is close to zero in any case. For this reason we have performed the

entropy analysis level by level, limiting to the first 27 levels starting from the ground

(i.e. all the troposphere including also the tropopause), which are the most significant

especially for the content of water vapour.

For each considered variable V of the vector state x (one of h, T , ew) at each j-th

vertical pressure level the range of values, given by the prior dataset values (at this

level), is limited by minimum and maximum values (Vmin and Vmax). This interval is

divided in N bins.

As previously discussed for the prior dataset the probability of each value Vij of

the considered variable for the i-th profile at the j-th level is the same and is equal

to Pr(Vij) = 1
M . If for each bin there is the occurrence of nk values the cumulated

pressure at this bin is nk
M and the computation of the entropy for the j-th pressure level

is:

HVj = −
N∑
k=1

nk
M
log

nk
M

(5.4)

When the retrieval is applied a weight is assigned to each profile (Pr(xi)) and the

same weight is valid also for the values of all the vertical levels Vij : Pr(Vij) = Pr(xi).
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The entropy is thus computed as:

HVj (ỹ) = −
N∑
k=1

(
nk∑
i=1

Pr(Vij |ỹ)

)
log

(
nk∑
i=1

Pr(Vij |ỹ)

)
(5.5)

where
∑nk

i=1 Pr(Vij |ỹ) is the sum of the weights of the nk profiles whose values Vij fall

within the k-th bin. If the observable vector does not include the measurement of ZPD

the entropy HVj (ỹ0) is usually larger, a confirmation of the increase of the information

content when introducing the ZPD measurement constraint.

Some entropy computation results relative to the same previously analysed case

studies are depicted in the following figures (Figs. 5.7 – 5.11). Both algorithm config-

uration are shown.

Note that in the shown cases the entropy of the prior distribution in some vertical

levels is lower than those of the posterior distribution. This is not surprising as it can

come out due to a redistribution of the weights when passing from Eq. 5.4 to Eq. 5.5.

This occurs only in some individual cases, as those shown in the following figures, but,

as shown below, the average values prove a decrease of the entropy values when the

number of measurements (or the information content) increases.

(a)

(b)

Figure 5.7: Entropy of WV pressure and temperature for the first 27 atmospheric levels
considering the prior distribution, using only the basic ground measurement and including also
the GNSS ZPD measurement. Both method are shown: the first configuration (a) and the
second test configuration (b). Date: 2011/02/01 time: 00:00 UTC. Station is cagl (Cagliari).
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(a)

(b)

Figure 5.8: Same as Fig. 5.7, but for date: 2011/10/07; time: 12:00 UTC and station of cagl
(Cagliari).

(a)

(b)

Figure 5.9: Same as Fig. 5.7, but for date: 2011/10/07; time: 12:00 UTC and station of ajac
(Ajaccio).
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(a)

(b)

Figure 5.10: Same as Fig. 5.7, but for date: 2011/04/14; time: 00:00 UTC and station of
medi (Medicina). Note that as shown in § 4.3.3, only one profile is selected from the retrieval
(a) with probability 1, and entropy 0.

(a)

(b)

Figure 5.11: Same as Fig. 5.7, but for date: 2011/04/11; time: 00:00 UTC and station of
medi (Medicina). Note that as shown in § 4.3.3, only two profiles are selected from the retrieval
(a) with high probability, and consequently low entropy.
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The first configuration uses the spatial information directly in the prior distribution

determination, and consequently allows to have a less entropic system. Moreover the

application of the algorithm with the coefficient set customised for the application site,

results in a decrement of the entropy values also when only the ground observations are

used. The ground observations allow to give a lot of information about the values of

temperature (the informative content is remarkable near the surface), but also about

the WV content of the lower vertical levels. The ZPD measurement adds a little

information about temperature in the intermediate vertical levels (in the first levels the

entropy values for the temperature with or without the ZPD are very similar) and it is

highly informative for the WV content at all vertical levels.

It can be noted that when the geographical area is expanded to 4 MERRA pixels,

introducing a large number of profiles, the entropy of the prior distribution increases,

as expected, but also the selective capability of the algorithm for the already mentioned

reasons is lower. However an advantage, in the second configuration of the method,

lies in the fact that, if it is not possible to apply the retrieval to a single MERRA pixel

(first configuration), because of the lack of measures or of MERRA data, there are

more chances to get satisfactory results, as it is extended to the four pixels surrounding

the point of interest. One example is the case of Medicina, in which, for the first

configuration, there are not enough data constituting the profiles dataset to be selected.

In fact in the selected cases the retrieval process selects only one or two profiles both

using only ground measurements constraints and including GNSS measurements. In

addition the profiles selected by the retrieval are in some cases very different from the

measured ones. This also leads to the singularity that the introduction of an additional

constraint does not change the value of entropy which is very close or equal to zero (as

in Fig. 5.10(a) and Fig. 5.11) . When considering the second configuration the scenario

considerably changes and the results are comparable with those of the other stations.

As a more statistically significant result, which confirms the analysis carried out so

far about entropy, below the annual (2011) averages of the entropy values calculated

level by level starting from single dates values, for both times of the day (00:00 UTC and

12:00 UTC) and for both the configuration experiments (see Figs. 5.12 – 5.17). The

considerations discussed above are also valid for the analysis of these figures, which

confirm the monotonically descending entropy values as a function of the number of

introduced constraints. Moreover, because the information content about temperature

is mainly introduced by the ground set of measurements, the introduction of ZPD

very slightly reduces the values of temperature entropy, but significantly reduces the

entropy values of the water vapour content, in particular at vertical levels where the

water vapour content is generally large. It is not surprising to note that the performance

does not change significantly depending on the time of the day.
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(a) 00:00 UTC

(b) 12:00 UTC

Figure 5.12: Annual (2011) average entropy of WV pressure and temperature for the first 27
atmospheric levels considering the prior distribution, using only the basic ground measurement
and including also the GNSS ZPD measurement. First configuration. Station is cagl (Cagliari).

(a) 00:00 UTC

(b) 12:00 UTC

Figure 5.13: Same as Fig. 5.12 but for station of ajac (Ajaccio).
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(a) 00:00 UTC

(b) 12:00 UTC

Figure 5.14: Same as Fig. 5.12 but for station of medi (Medicina).

(a) 00:00 UTC

(b) 12:00 UTC

Figure 5.15: Annual (2011) average entropy of WV pressure and temperature for the first 27
atmospheric levels considering the prior distribution, using only the basic ground measurement
and including also the GNSS ZPD measurement. Second test configuration. Station is cagl
(Cagliari).
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(a) 00:00 UTC

(b) 12:00 UTC

Figure 5.16: Same as Fig. 5.15 but for station of ajac (Ajaccio).

(a) 00:00 UTC

(b) 12:00 UTC

Figure 5.17: Same as Fig. 5.15 but for station of medi (Medicina).
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In addition, for the temperature, the entropy values have an increment in function of

height, confirming the higher correlation between the ground observations and the lower

vertical atmospheric states variables. When at higher isobaric levels this correlation

reduces, the spread of values, as well as entropy increases. In the case of temperature,

when using only surface measurements but also when introducing the ZPD observation,

entropy directly follows the trend of the prior entropy, level by level, although with lower

values. For the case of water vapour, the introduction of the measured value of ZPD

reduces the spread of entropy values within the isobaric levels, and the resulting trend

can significantly differ from the prior entropy values.

The analysis of entropy can not be used to evaluate the success of the retrieval,

that instead derives from additional information about the uncertainty of the estimate.

In fact, the information content is connected to the indeterminateness of a process

and then to its uncertainty. To evaluate the accuracy it is necessary to introduce a

further analysis, such as the estimation of parameters that provide information about

the errors, for example the RMSE and BIAS, which will be discussed later.

5.2 PW retrieval

A simulation of operational precipitable water (PW) retrieval during a full year (2011),

has been performed for the three tests sites using both configuration tests. The method

used for the computation of PW has been described in § 4.4. As previously shown the

knowledge of the ground measurements result has been assumed, mimicking two dif-

ferent situations: when only the basic ground observations (pressure, temperature and

humidity) are available and when also the GNSS tropospheric delay is measured, to

give the extended observable ỹ. Taking advantage of these pieces of information, the

posterior probability is calculated for each state xi, and then associated to the corre-

sponding IWV(xi) or PW(xi) value (see § 1.3 and § 1.3.3). The posterior distribution

of PW is then easily determined, as well as its entropy and most probable value.

The introduction of the basic ground observations always produces a PW posterior

distribution whose entropy is lower than the prior distribution entropy, as expected.

More interesting, the additional use of the GNSS delay measurement further decreases

the entropy in the large majority of the examined days, to suggest an intake of new use-

ful information. However the decrease in entropy indicates only that the PW posterior

distribution becomes less dispersed once the GNSS delay is introduced. In other words

the GNSS PW estimate turns out more precise, but not necessarily be more accurate.

To verify the accuracy a direct comparison with a standard of reference, like the PW

values calculated by the balloon data are needed.

In next figures (Figs. 5.18 – 5.23) the scatter plots of PW most probable values

versus the balloon measured values are shown.
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(a) 00:00 UTC

(b) 12:00 UTC

Figure 5.18: Scatter plots of PW best estimates versus balloon measured values of the whole
2011 year using only the basic ground measurement (left panel), including also the GNSS ZPD
measurement (middle panel). Corresponding PW estimate obtained using Bevis method are
also shown (left panel). First configuration method. Station is cagl (Cagliari).

(a) 00:00 UTC

(b) 12:00 UTC

Figure 5.19: Same as Fig. 5.18 but for station of ajac (Ajaccio).
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(a) 00:00 UTC

(b) 12:00 UTC

Figure 5.20: Same as Fig. 5.18 but for station of medi (Medicina).

(a) 00:00 UTC

(b) 12:00 UTC

Figure 5.21: Scatter plots of PW best estimates versus balloon measured values of the whole
2011 year both 00:00 (above) and 12:00 (below) time using only the basic ground measurement
(left side), including also the GNSS ZPD measurement (middle). Corresponding PW estimate
obtained using Bevis method are also shown (left). Second configuration method. Station is
cagl (Cagliari).
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(a) 00:00 UTC

(b) 12:00 UTC

Figure 5.22: Same as Fig. 5.21 but for station of ajac (Ajaccio).

(a) 00:00 UTC

(b) 12:00 UTC

Figure 5.23: Same as Fig. 5.21 but for station of medi (Medicina).

The values obtained by balloon referred as measured values are retrieved from the

vertical sounding observation by approximating the integration over the vertical line

with a discrete summation of the balloon sampled water density values, multiplied by
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the distance between the two subsequent samples.

The introduction of the GNSS measurements improves not only the estimate pre-

cision but also its accuracy, making the linear fit very close to the perfect agreement

line.

As a further term of comparison, the standard approach ([1]) was applied to the

same set of data using, as weighted mean temperature for the atmosphere, the value

suggested in [37], related to the ground temperature T0 through a linear relationship

optimised on a dataset of radio-sounding measures over Italy. This method of PW

retrieval is described in § 3.3.

A first qualitative evidence of the success of the retrieval emerges fairly immediately

by the analysis of the scatter plots. However a quantitative analysis was performed for

all stations by calculating some parameters like the correlation (ρ) between the esti-

mated values and the measured ones, showing how the retrieval is able to reconstruct

the water vapour content of the atmosphere.

A second important parameter is the Root Mean Square Error obtained as:

RMSEPW =

√√√√ 1

S

S∑
i=1

(PWei − PWmi)2 (5.6)

being S the number of retrievals, PWei and PWmi the estimated (relative to the most

probable profile) and the measured values of precipitable water respectively, for the

i-th retrieval. Finally the bias has been computed as the quantity given by:

BIASPW =
1

S

S∑
i=1

(PWei − PWmi) (5.7)

The values of these parameters for all the test sites and for both the method configu-

ration are reported in Table. 5.2 and Table. 5.3.

More specifically the root mean square residual decreases and the correlation in-

creases with a strong reduction of the bias, when adding the ZPD measurement to

the set of ground-based observations. In the Bevis method the correlation is always

higher (in some cases the values are very close to the Bayesian technique ones), but

the BIAS and RMSE values are quite high especially for the stations of Ajaccio and

Cagliari. The Bevis method in the Medicina station shows a very strong correlation

of the retrieved PW values with the measurements, and BIAS and RMSE values lower

that in the other test sites. The Medicina GNSS station is sited in an inland area with

homogeneous topographical properties, as opposed to Cagliari and Medicina, that are

sited close to the coast. The atmospheric conditions are probably more homogeneous

and respects the hypothesis according to which the computation of ZPD is made (see

§ 3.1). In effect the discontinuity surface in a coast line is generally characterised by a

discontinuity of the atmospheric water vapour content between land and sea, which can
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Table 5.2: RMSE correlation and BIAS values for the PW relative to different stations.
Period of analysis is 2011 full year. First test configuration.

affect in a negative way the attempt to reconstruct the ZPD from the measured values

of SPD along the various directions, even if in the analysis is introduced the horizontal

atmospheric asymmetry (see for instance Eq. 3.3). Note that concerning the Medicina

test site, only a few balloon launch data are available at 12:00 UTC for the full 2011

year period. All the available collected data have been used, obtaining a scatter plot

made up by only a few values and therefore not so meaningfull.
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Table 5.3: RMSE correlation and BIAS values for the PW relative to different stations.
Period of analysis is 2011 full year. Second test configuration.

The second test configuration gives slightly worse performance in all cases with

respect to the first configuration test. However, the parameters values and the scatter

plots are aligned with those of the first test, giving good results, which are still better

than the standard Bevis method in terms of BIAS and RMSE, for the sites of Cagliari

and Ajaccio. The advantage with respect to the first configuration is given by the pos-

sibility to apply this method to all the point of the grid once the set of measurements
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ỹ is given.

In any case the standard method does not provide any probability distribution for

the retrieved value of PW , as the developed method does.

Very significant are the results concerning the station of Medicina, for which the

estimated values of precipitable water are in some cases very different from the mea-

sured reference (see Fig. 5.20), when the first configuration of the method is applied.

The poor performance is mainly due to the low number of profiles available to set up

the prior dataset and to construct the coefficient array to be used for the retrieval. The

dependence of the correlation, RMSE and BIAS parameters from the profile number

has been assessed by making a test on the Cagliari station (with a total profile num-

ber higher than Ajaccio and Medicina) and artificially varying the number of available

profiles (see Fig. 5.24). These artificially limited prior is made with profiles randomly

chosen from the whole available prior dataset of the Cagliari site and it constitutes the

dataset of profiles to be selected in the retrieval process. The set of coefficients used

for this analysis is valid only locally (on Cagliari site), i.e. those coefficient are from

the first configuration of the algorithm.

Figure 5.24: PW estimation parameters in function of profile number of the prior dataset.
Site of analysis: Cagliari. Period: full year 2011. First test configuration.

Both 00:00 UTC and 12:00 UTC are shown in the figure and the parameters of

the retrieval result are represented for the configuration of the only ground-based, the

full constraint set of measurement and finally for the standard Bevis method (which is
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of course a constant value). The results of this analysis shows an improvement of the

performances when the number of profiles increases. This improvement is continuous

up to a number of about 1000 profiles for the prior dataset. This can be considered

a threshold value of the profile needed to get the best retrieval performances. In fact

all parameter values above 1000 profiles are essentially stable, their oscillations become

negligible and the gain in terms of accuracy is very little. It is worth to note that the

correlation increase up to a threshold of 1000 profiles even in the case in which only

the set of ground measurements is used.

5.3 Quantitative validation results

The comparison with balloon observations of the retrieval results for the selected case

studies, as shown in § 4.3.3, are useful to identify the qualitative performances of the

retrieval. In order to obtain a quantitative assessment of the errors made by the re-

trieval, a reference measurement is still needed, but also a numeric comparison must

be implemented for the error estimation.

For each atmospheric state xi of the prior dataset, once a measurement set of the ob-

servable vector ỹ is available, the retrieval determines a certain conditional probability

Pr(xi|ỹ). Let us call xB the corresponding balloon measurements of the state vector

coincident in time and in space with the ground-based set of observations. Balloon

observations useful for our purposes consist of measurements of pressure, temperature,

relative humidity and height of the observation. As the height of the measurements

are different from launch to launch and the corresponding pressure level values are

generally different from the fixed ones of the MERRA model output, balloon measure-

ments need to be interpolated before being compared with the retrieval results. The

so obtained balloon vector is defined as:

xB = [hB1, TB1, ewB1, hB2, TB2, ewB2, hBj , TBj , ewBj , ..., hBUP , TBUP , ewBUP ]

(5.8)

where subscript UP indicates the upper level of the balloon measurement which changes

from station to station; hj is the geopotential height relative to the j-th level and it

is computed starting from the quote zj using Eq. 1.5. The values of ewj have been

obtained using Eqs. 1.13 and 1.14 applied to the relative humidity and temperature

measurements of the soundings. Note that the j-th component of the xB vector is

relative to the same isobaric level of the corresponding j-th component of the xi vec-

tor (Pij ≡ PBj). The state variables for each vertical level are [Tij , ewij , hij ] and

[TBj , ewBj , hBj ] for the xi and xB vectors respectively.

The RMSE parameter has been used for the error assessment. As for each state

vector a posterior probability is defined and it can be used as weighting function for
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the variable V to be analysed (h, T or ew). The formula for the computation of RMSE

is:

RMSEV j =

√√√√ M∑
i=1

Pr(xi|ỹ) [Vij −VBj]
2 (5.9)

The total RMSEV vector is given by all the RMSEV j components, with j varying

from 1-th to UP -th level. These vectors are relative to a specific retrieval results and

vary case by case. An average value of RMSEV over a time period (e.g. the full 2011

year period) gives a more useful information about the accuracy of the algorithm (see

Figs. 5.25 – 5.30).

The plots of the temperatures show a discontinuity in both configurations of the

algorithm, at about 200 hPa with a localised RMSET peak (not displayed in the graph

for the Ajaccio site whose balloon profile is limited to 400 hPa), in correspondence of

the tropopause where the vertical gradient of the temperature changes its sign. For

this reason the temperature profile reconstruction errors are higher at this level.

In both cases the temperature profile is poorly reconstructed from the algorithm in

the Medicina station, even if some improvements are achieved with the intensification

of the prior dataset. In fact, on this site, the dataset of temperature profiles seem to be

poorly representative of the possible real profiles. The reconstruction of temperature

profiles is better in the other two test sites, where the error is reduced mainly in the

levels closest to the surface. This is because the weather station measurements have a

strong correlation with the lower atmospheric state values.

Excellent results are obtained for the RMSEew , showing coherence when switching

from one site to the other. Particularly relevant are the RMSEew results for Medicine,

in which the second test gives better performances than the other stations.

In case of h and T the trend of RMSE in function of height remains unchanged

including also the GNSS in the retrieval, and in particular it is very similar to that of a

priori dataset in which all profiles are equally probable. However the RMSE values are

reduced also significantly in some cases. The RMSEew have instead different trend in

function of height, with respect to the prior dataset. These considerations confirm that

the water vapour content in the atmosphere is difficult to model and retrieve without

the availability of proper measures. It also confirms that the reconstruction of the

profiles of water vapour content is enough accurate to allow to obtain fairly accurate

estimates of precipitable water (as shown in § 5.2), which is a particularly relevant

result in the perspective of mapping such a significant parameter also in assimilated

meteorological forecasts.
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(a) ajac

(b) cagl

(c) medi

Figure 5.25: Averaged RMSE values computed for the h variable over the full year 2011
including both 00:00 and 12:00 UTC observations. First test configuration.
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(a) ajac

(b) cagl

(c) medi

Figure 5.26: Averaged RMSE values computed for the T variable over the full year 2011
including both 00:00 and 12:00 UTC observations. First test configuration.
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(a) ajac

(b) cagl

(c) medi

Figure 5.27: Averaged RMSE values computed for the ew variable over the full year 2011
including both 00:00 and 12:00 UTC observations. First test configuration.
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(a) ajac

(b) cagl

(c) medi

Figure 5.28: Averaged RMSE values computed for the h variable over the full year 2011
including both 00:00 and 12:00 UTC observations. Second test configuration.
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(a) ajac

(b) cagl

(c) medi

Figure 5.29: Averaged RMSE values computed for the T variable over the full year 2011
including both 00:00 and 12:00 UTC observations. Second test configuration.
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(a) ajac

(b) cagl

(c) medi

Figure 5.30: Averaged RMSE values computed for the ew variable over the full year 2011
including both 00:00 and 12:00 UTC observations. Second test configuration.
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Conclusions

In this work we have proposed a novel method for retrieving profiles of water vapour

and temperature in troposphere from GNSS data and surface meteorological measures.

Namely it exploits the Bayesian inference in order to extract information from ground-

based measurements of pressure, temperature, humidity and the total delay of GNSS

signals, due to the atmospheric refraction at MW frequencies. The novelty of such a

developed method compared to classical approaches are highlighted in the following

items:

• Profiling: The possibility to provide not only integrated values but also profiles,

with a dense sampling.

• Related errors: From the retrieved quantities, as they are provided with an

associated probability, it is possible to reconstruct the associated errors (and not

only a general accuracy estimation through some validation campaigns).

• Robustness and flexibility: The method can work with some data missing,

without needs of any additional assumption, but with some accuracy degradation,

as a consequence.

These properties are particularly relevant for meteorological and climatological appli-

cations, e.g. data assimilation into operational forecasts and local climatology assess-

ments.

A decade (2001-2010) of MERRA reanalysis data has been used as a priori knowl-

edge of likely atmospheric states. The results of a first test of operational implementa-

tion of the method are shown, applied to local measurements for one year (2011), not

belonging to the decade used to build the a priori. Three test sites have been selected

(Cagliari, Ajaccio, Medicina) where a meteorological station and a scientific IGS GPS

receiver were available together with radiosoundings data to make a comparison of the

resulting vertical soundings. Two possible implementations have been tested. The first

is only locally applicable, i.e. the retrieval is feasible only in the pixel site used to con-

struct the likelihood function for the bayesian inference. The results of this method, as

compared with balloon observations, show high accuracy in the reconstruction of verti-

cal atmospheric variables. The second method is applicable over an extended area, thus

165
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not necessarily only where there are historical data from the measurement stations used

for the likelihood function, but everywhere data from a ground meteorological station

and a GNSS receiver are contemporarily available. In this second case the accuracy is

a bit lower respect to the first case, as expected, because of the use of a series of data

coming from different sites, characterised by different climatical and morphological sit-

uations.

The method provides a probability distribution for any retrieved quantity, also

when the whole set of measurements is not completely available, as mandatory for

example for running operational data assimilation into forecast processes. The tests

made on the IPW quantity show a very satisfactory agreement between retrieved and

measured values, with a significant improvement given by the presence of the GPS

delay information, as expected. A valuable agreement is also found in the retrieval

of atmospheric profiles of WV and temperature. In a large number of cases the most

probable profile actually comes out very close to the measured values, at least up to

the tropopause level. A preliminary error evaluation has been made by comparing the

retrieved profiles with the real measurements available from balloon soundings, over a

full year period (2011). The RMSE, correlation and bias have been used as validation

parameters. They show promising performances, mainly in the water vapour vertical

content retrieval, but also in the reconstruction of the temperature profile, in favor of

the robustness of the method, which gives retrieved quantities that are mutually and

physically consistent.

The main drawback of the proposed method, when applied using local data cus-

tomised for a specific site (first test case), is the necessity of a large dataset for the

possible atmospheric states, as a priori knowledge, representing in some sense the local

climatology. In this case a proper dataset should be provided for every target point.

When there is not enough availability of historical data and the region of interest is

large, this drawback becomes a severe limit for the method application. However this

limit can be overcome using an extended dataset constructed for a wide area, and ex-

tracting a likelihood function using all the available measurements over the available

time period. The result is a likelihood probability distribution certainly broader, but

with the advantage of being representative of an arbitrarily extended area. This result

is much more satisfactory, as more measurement data are used together with the model

observations in the construction of the likelihood. In these terms, in the specific case

of this work, considerable improvement can be made, as the method as been applied

over an area of about 1000 km × 1000 km, using only 13 IGS station for the likelihood

determination. Unfortunately, despite of the availability of a certain number of sci-

entific GNSS receiver stations (e.g the EUREF network, and local geodetic networks)

over the selected area, no further ZPD data sources have been found compatible with
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the IGS product. In order to exploit this additional amount of information, it should

be necessary to reprocess all raw receiver data coming from different networks using

an unique software to get a homogeneous product, but this certainly would require the

set up of a procedure for ZPD estimation, and consequently a high amount of work.

On the other hand a higher number of available ZPD measuring station certainly could

help to achieve higher accuracy, for example by dividing the whole area in subareas

where the number of observations could be sufficient to get a representative as well as

enough selective likelihood.

This method, although in a preliminary version, could be straightfully used for a se-

ries of meteorological applications spanning from the assimilation in numerical weather

models, to nowcasting and intercalibration purposes. Moreover the potentialities are

even greater if considering the number of observations that could be available from a

cooperative collection of data coming from sensors all around the globe, in particular

if including those on board of ships. In fact the scarcity of observations over sea is one

of the major limits of the measures available and commonly used in meteorological ap-

plications. This limit may be overcome if all the ship would share their weather ZPD

measurements (owning the majority of big vessels both weather stations and GNSS

receivers), and consequently, using the method described in this work, also a series of

estimations of vertical profiles of pressure, temperature and humidity. Note that the

retrieval from slow moving platforms is a very challenging issue, it needs a specific

data processing and certainly it should exploit the full precision and redundancy of

GNSS signals considering GPS, Galileo and GLONASS. This is one of the challenging

purposes of the COSMEMOS Project, a two years research and development project

co-funded by the European Commission, 7th Framework Programme, managed by the

European GNSS Agency (GSA), whose proposal was born in part as a “side product”

of the present work. The project is aimed to improve both safety and efficiency of

maritime navigation, and this could be accomplished by improving the knowledge and

prediction of the meteo-marine parameters available for the ships.

Although in a fully consistent version, already applicable, the technique needs some

improvements and further work, especially on the validation side over different areas

around of the world thus over more test sites, using not only balloon observations but

also different kind of sources, such as satellites, ground based radiometers, etc...
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