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Abstract—A novel approach based on Pulse-Coupled Neural

Networks (PCNN) for image change detection is prested. PCNN
are based on the implementation of the mechanismanderlying

the visual cortex of small mammals and with respecto more
traditional neural networks architectures such as Milti-Layer

Perceptron (MLP) own interesting advantages. In paicular,

they are unsupervised and context sensitive. Thistter property

may be particularly useful when very high resolutio images are
considered, as in this case an object analysis mighe more
suitable than a pixel-based one. Qualitative and nme quantitative
results are reported. The performance of the algothm has been
evaluated on a pair of QuickBird images taken ovethe test area
of Tor Vergata University, Rome.

Index Terms— Pulse-coupled neural networks, unsupervised

change detection, very high resolution images

I. INTRODUCTION
World population growth affects the environment thylo

urgent.

According to what is already reported so far byvpmes
studies, unsupervised change detection techniga@gymely
on three basic steps [2]. The first one is a poe@ssing step
where the images are spatially registered and domes of
radiometric standardization are also applied. éngcond step
a pixel-by-pixel comparison is usually performeat, &xample,
using change vector analysis (CVA). In the thirgjpsbne has
to decide if the magnitude of the computed spechainged
vector exceeds some specified threshold critemoorder to
conclude that some change has occurred.

However, most of the research carried out so fauded
on medium or high spatial resolution images whitdy dew
studies have addressed the description of fullyoraatic
change detection methods for VHR images. In theses;
several issues have to be specifically considefée. crucial
ones include possible mis-registrations, shadow atiger
seasonal and meteorological effects which add dpcambine
to reduce the attainable accuracy in the changectien

the swelling of the population in urban areas agd kresults. To emphasize the pixel contextual infotomatbesides

increasing the total consumption of natural
Monitoring these changes timely and accurately migéa
crucial for the implementation of effective decisimaking
processes. In this context, the contribution ofltitg and
airborne sensors might be significant for updatamy cover
and land use maps. Indeed, the recent commeradhhility
of very high-resolution visible and near infrareatedlite data
has opened a wide range of new opportunities feruse of
Earth observing satellite data. In particular, regatems such
as the latest WorldView-1 [1], characterized by thighest
spatial resolution, now provide additional datanglowith
very high resolution (VHR) platforms, such as Q&tk or
Ikonos, which have already been operating for ayears.

If on one side this permits the availability of hage
amount of information to yield always updated prctdu on
the other side the need of completely automatitirtigeies

resesirc the spectral one, could be an appropriate approadake

these issues into account. Such an approach isdrfdédowed
in [3], where the authors make progressive use
morphological filters based algorithms for the aegtion of
changed objects after CVA.

In this paper we consider a novel neural networkagch
for the detection of changes in multi-temporal ViiRages.
Neural networks (NNs) algorithms have been showbeoa
rather competitive approach for image classifigatio remote
sensing compared to other traditional approacheh sas
Bayesian or Support Vector Machines [4]. A sup&digeural
architecture based on MLPs has been recently apfi&HR
images change detection with very highly accuragilis [5]
while a Hopfield-Type neural
unsupervised change detection has been appliecatolsiat
Enhanced Thematic Mapper Plus (ETM+) imagery prioga

able to manage big data archives is becoming ertsem positive performance [2].
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Differently, the neural technique proposed in théper is
based on unsupervised pulse-coupled neural netBrESIN)
and is applied to VHR images. PCNN is a relativegw
technique based on the implementation of the mestmsn
underlying the visual cortex of small mammals [Bhe visual
cortex is the part of the brain that receives imfation from

of

network technique for



the eye. The waves generated by each iteration of thénese neurons communicates with neighbouring nsufdp

algorithm create specific signatures of the scemhéctware
successively compared for the generation of thexgdanap.
In terms of functionalities, this comparison is lagaus to
what is performed in the step 2 of the CVA. Theadage is
that at this point step 3 is not necessary anymwotech
significantly reduces the computational burden. dbwer, as
it will be shown in next section, PCNN are chareeztel by
using at the same time both contextual
information which, as mentioned before, make theitable
for processing VHR images.

[I. THEPCNNMODEL

through the weights given byl andW respectivelyM andW
traditionally follow very symmetric patterns and shaf the
weights are zeroY indicates the output of a neuron from a
previous iterationrj-1]. All compartments have a memory of
the previous state, which decays in time by theoagpt term.

The constanYr andV,_ are normalising constants. The state of
the feeding and linking compartments are combimedréate

and spectithle internal state of the neurot). The combination is

controlled by the linking strengtl. The internal activity is
given by:

op [n] =F; [n]{1+:3 L; [n]} ©)

PCNN entered the field of image processing in e nternal state of the neuron is compared toyrzamhic

nineties, following upon the publication of a newunon
model introduced by Eckhoret al. [6]. Interesting results
have been already shown by several authors inghkcation
of these models in image segmentation, classifinatind
thinning [7, 8], including, in few cases, the udesatellite data
[9, 10]. Hereafter we briefly recall the main copte

threshold g, to produce the outpuy, by

Y, [n] :{

it U, ] > 6, r]
0 otherwise

(4)

underlying the behavior of a PCNN while a morerpe threshold compartment is described as:

comprehensive introduction to image processingguBiGNN
is given in [11].

A PCNN is a neural network algorithm that, when

applied to image processing, yields a series wéryi pulsed
signals, each associated to one pixel or to aarugtpixels. It
belongs to the class of unsupervised artificialraeoetworks
in the sense that it does not need to be trainkd. rmetwork
consists of nodes with spiking behavior interactagh other
within a pre-defined grid. The architecture of tiet is rather
simpler than most other neural network implemeoisi
PCNN do not have multiple layers, which pass infation to
each other. PCNN only have one layer of neurondchwh
receive input directly from the original image, afum the
resulting “pulse” image.

The PCNN neuron has three compartments. The feeding

compartment receives both an external and a Idoallss,
whereas the linking compartment only receives tbeall
stimulus. The third compartment is represented ibyaetive
threshold value. When the internal activity beconager
than the threshold the neuron fires and the thids$ioarply
increases. Afterwards, it begins to decay untileoagain the
internal activity becomes larger. Such a processsyrise to
the pulsing nature of the PCNN. The schematic ssp&tion
of a PCNN is shown in Fig. 1 while, more formallye system
can be defined by the following expressions:

Fij [n] =e " Fij [n - 1] + Sﬁj +Ve %‘, M ijkd Y [n _1] @
L; [n] =e " L; [n _1] +V, Z\Nijm Ya [n _1] 2
ki
whereS; is the input to the neurdij) belonging to a 2D grid

of neuronsF;; the value of its Feeding Compartment &nds
the corresponding value of the Linking Compartmé&iatch of

g [n] = e”g, [n-1] VoY N ©

when the neuron firesr( > 6), the threshold then significantly
increases its value, this value decays until therare fires

again.V, is a large constant that is generally more than one

order of magnitude greater than the average vdlug. &ach

neuron that has any stimulus will fire in the iaititeration,

which, in turn, will create a large threshold valltewill then

take several iterations before the threshold valdesay
enough to allow the neuron to fire again. The atgor

consists of iteratively computing (1) through (Stilthe user
decides to stop.

It is important to observe that the signal assediab the
PCNN has properties of invariance to changes iatiaot,

scale, shift, or skew of an object within the sc§h?]. This

feature makes PCNN a powerful tool in change detect
where the view angle of the satellite can play mpdrtant
role.
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Fig. 1. Schematic representation of a PCNN



I1l.  APPLICATION TOCHANGE DETECTION

The application of PCNN to change detection can be
seen as a comparison of the PCNN outputs values

corresponding to images acquired at different tim€ke
response on the change occurrence stems directty this
comparison.

A first qualitative example is given by means of.F2.
Here we have three test areas, of different sizeaeted from
airborne very high resolution RGB images (about() taken
at two different times. In the first test area A wete very
slight changes between the two acquisitions,
consisting in some modifications occurred in thgtrdhutions
of the plants in the garden. Note that we decidecbnsider a
small area to assure high resemblance at the t¥ieratit
times. Test area B underwent, during the time shiffew
significant small scale changes even if the mainctires are
basically the same. Finally the test area C isaextd from test
area B considering one of its most varied partsyvshby the
red box in the test area B.

The idea is that PCNN can be used to individuateni
unsupervised manner, the areas of an image whagaificant
change occurred. This can be obtained by measutiag
similarity between the PCNN signal associated t® fihrmer
image and the one associated to the latter. Araihgle and
effective way to do this is to use a correlatiomdiion
operating between the outputs of the PCNN. As wee femn
output value for each unit of the PCNN, i.e. focleaixel of
the images, an average correlation value has tmimputed in
order to have a quick and global measure of siitylarThis
can be done by using the following expression:

>y, [n]

G[n]= 1——

Inl= T
where the sum includes all the pix&lsof the image (or sub-
image).

In Fig. 3 the PCNN outpuB[n] for the considered test
areas calculated as the mean over the three R, l&&nBs is
plotted while Table 1 reports the correspondingredation
values associated to each image pair. From Fige 3ee that
the pulsing behavior of the two images of test #da very
similar. Both the waveform and the time dependeoic¢he
two signals appear to be highly correlated. For desa B the
result changes. Here from the very first epochs ghising
activity of the two images is rather different esp#ly as far as
the waveform is concerned. In test area C thiedifice still
increases and also the time correlation seemsttiogevery
fast.

Such results are expressed more concisely by the

correlation values reported in Table 1. It seemantithat
PCNN, once processing an image pair, might be dapab
catch those portions where significant changes roedu In
such a context it seemed to us that an approaadhas “hot
spot” detection rather than on changed-pixel

bHgica

TABLE |
NORMALIZED CORRELATION VALUES FOR THE THREE
CONSIDERED TEST CASES
TEST AREA | CORRELATION VALUE
0.98
0.70
0.24

A
B
c

Fig. 2. Test areas A (up), B (middle), C (bottonmaged at two different
times t (left) and  (right)

detection could be more appropriate given the hsimg of the
images that we may need to analyse in next fultiris. also
true that, as it will be shown in next section,isitalways
possible to apply a multi-scale procedure to pbhshdetection
to finer spatial resolutions.

IV. EXPERIMENTAL RESULTS

The accuracy of the presented technique has been
evaluated more quantitatively applying it to a paif
QuickBird images taken on a selected test site. @rea
comprises the Tor Vergata University campus and
surroundings and is located in Rome, ltaly. The tmages
have been acquired on 29-5-2002 and 13-3-2003 and

its
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Fig. 3. PCNN signals of the images taken at twéedght times. Up: test area
A, middle: test area B, bottom: test area C

underwent standard product pre-processing and
registration. The panchromatic images have beesidered in
order to design a single PCNN working with highesalution
rather than 4 different ones processing lower el
images. The two panchromatic images are shown dgn 44
and 4b. We can see that a few changes occurrdteimarea
during the analysed time window, the main onesespond to
the construction of new commercial and residerdiglas. A
complete ground-truth of the changes is reportefiin 4c.
Note that the ground survey included also houses were
already partially built in 2002.

resolution but at the price of an increase of themutational
burden. Considering we are interested in detecthjgcts of at
least some decades of pixels, we assumed thateatapping
size of 50 pixels could be a reasonable compromise
computed mean correlation value was then used
discriminate between changed and not changed area.

e) f)

Fig. 4. a) panchromatic image (2825x2917 pixeldjna¢ t. b) panchromatic
image at time itc) ground-truth. d) change detection result ola@iby a
standard image difference procedure. e) changeal asefrom the PCNN
elaboration. f) pixel-based analysis carried oueérowne of the previously
detected changed areas indicated with “x” in (e).

The result is shown in Fig. 4e while in Fig. 4dr &ake of

The size of the PCNN was of 100x100 neurons. Fer tfgomparison, we report the result obtained with aalitional

reasons explained in the previous section we pexler
working with lower resolution, only looking for thaot spots”
where a change could be rather probable. To opératieis
way we averaged over the PCNN output values ofLO®00
neurons belonging to 100x100 boxes. We actuallysicened
an overlap between adjacent patches of 50 pixel$ |fatch).
To increase the overlap would have meant to hawe spuatial

image difference approach. More in detail, in faiger case,

an average value has been computed for each bdkeof
difference image and a threshold value to discratebetween
changed and not changed areas selected. In Figieddave

reported the result corresponding to a thresholdueva
maximizing the number of true positives keepingsozably

low the number of false positives.

to



What should be firstly noted is that, at least Inmst
application, the algorithm did not provide any mediate
outputs, with the correlation values alternativedyy close to
0 or 1. This avoided to search for optimum thredbdb be
applied for the final binary response. The accurasy
satisfactory, as 49 out of the 54 objects appeacngthe
ground-truth were detected with no false-alarmse Thissed
objects are basically structures that were alrgadgent in the
2002 image (e.g. foundations or the first few foaf a
building), but not completed yet. On the other side can see
that the result given by a standard image diffezeiechnique,
although a suitable threshold value was selectegl, ierather
imprecise, presenting a remarkable number of faksens.

1
0.9
0.8
0.7
0.6
0.5

— ] c—t)

A
0.1 J\M
RN AR NSt

1357 91113151719212325272931333537394143454749
epochs

Fig. 5. PCNN signals corresponding to the patchcetéd with “x” in Fig.
de.

The image shown in Fig. 4f has been obtained bylé-m
scale procedure. This consists in a new PCNN eddioor, this
time on pixel basis, of one of the hot-spots geeeravith the
first elaboration, in particular the one correspgagdo the box
indicated by the “x” in Fig. 4e. The pulsing acties of this
box at the two considered different times are ptbin Fig. 5,
in a way analogous to the plots of Fig. 3. A clé&similarity
between the two waveforms, especially between ep8chnd
25, can be observed. Finally it has to be notedttieoutput
reported in Fig. 4f is more uniformly distributedthin the
range between 0 and 1. Its value has been muttipli¢h the
panchromatic image taken at timetd have a result which
better exploits the VHR property of the originakige.

V. CONCLUSION

The potential of a novel automatic change detactid9]

technique based on PCNN was investigated. PCNNnhgelo
the family of NNs including a few interesting profes. They
are unsupervised and context sensitive. Moreovey tre
invariant to an object scale, shift or rotation,iath) once the
two images are co-registered, might be rather ussfpecially
for very high resolution images. The two waves, foreeach
image, generated by the PCNN during each iteratibthe

algorithm create specific signatures of the scehigtwcan be
compared for deciding about the occurrence of angha

Applying successively the procedure to a moving deim
allows the processing throughout the whole image.

We preferred an approach aiming at discovering gbdn
subareas in the image rather than analyzing thglesipixel.
This might be more convenient when large datals®zte to be
examined, as it should be the case in the very yeats when
new satellite missions will be providing additiorddta along
with the ones already available.

The application of the PCNN to a couple of QuickBir
images taken over the Tor Vergata test site in Rdiady,
with a time shift of less than one year, producetgresting
results. An overall object accuracy of 90.7% hanbebtained
with no false-alarms. Moreover the method is raflast as it
directly analyses the correlation between the tignads
associated to the images and no post-processimgy fe
comparison is required to give the final responSeme
investigations on the robustness of the settingh®fPCNN
parameters are currently ongoing. However, prekmin
results indicate that applying the same parametefses
considered for this paper to different VHR imagegps the
performance still satisfactory. Regarding the grgarameters,
fluctuations around the chosen values seem to e ordical
for V, anda, while g ande, show a better stability.
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